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OBJECTIVES

PART 1 - Background

What is a remote PC?

What can users do with a remote PC?
What is a virtual machine?

What does ESXi provide?

How does NETLAB+ integrate with ESXi?

PART 2 - Planning

e What software is needed?
e What hardware is needed?
e How many ESXi host servers do | need?

PART 3 — VMware Server Setup

Install ESXi

Create NETLAB+ management account
Configure physical networks

Install VMware Infrastructure Client
Prepare for virtual networking

PART 4 — Adding Virtual Machines

e How do | add a virtual machine to my ESXi server?
e How do | make a virtual machine accessible to NETLAB+ users?

PART 5 — Connecting Virtual Machines to Real Lab Devices

e Connecting to an External Network
e Creating VLAN interfaces

PART 6 — Verifying Connectivity and Troubleshooting

e Verifying Connectivity Between Virtual Machines and Lab Gear
e |dentify and resolve the most frequently encountered issues.
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Part1  Background

This section builds a fundamental understanding of how remote PCs, virtualization and
NETLAB+ work together.

Objectives

What is a remote PC?

What can users do with a remote PC?
What is a virtual machine?

What does ESXi provide?

How does NETLAB+ integrate with ESXi?

1.1 What is a Remote PC?

A remote PC is a personal computer or server that can be remotely accessed from
another PC. Remote access allows a user to have full access to the keyboard, video, and
mouse of the remote PC. NETLAB+ provides built-in client software for remote access,
which is loaded automatically via the user’s web browser.

Campys

RemOte PC = [ 3] [

User
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1.2

What Can Users Do With a Remote PC?

Users can remotely access the keyboard, video, and mouse of a virtual machine.
NETLAB+ also provides special features such as shared simultaneous access, interfacing
with real lab equipment (routers, switches, and firewalls), remotely powering a PC on or
off, and restoring the PC to a clean state. This offers a wide range of possibilities. Here
are a few scenarios that are being used today.

Application Service. Provides students with access to real operating systems
and application software, without distributing software or licenses.

Distance Learning. Provides remote instructor-led training by allowing
simultaneous shared access to remote PCs and remote servers. Several users
can connect to and share the remote PC’s graphical user interface at the same
time. Using NETLAB+, students can observe what the instructor is doing on the
remote PC, and vice-versa.

Resource Scheduling. Provides controlled, scheduled usage to limited hardware
resources.

License Management. Limits the number of licensed operating systems or
software applications that can be used at the same time.

Online General IT Training. Provides on-line access to real operating systems
and real application software. Using NETLAB+, remote PCs can be completely
isolated from production networks, providing a safe environment for instructors
and students to do things that are not typically allowed on production networks.
Students can safely experience administrative privileges in complex computing
environments. You can now provide labs that are not practical for students to
set up at home, or scenarios that would be too difficult to set up by new IT
students.

Online Lab Delivery. Provides remote delivery of student assignments and lab
work.

Online Network Training. Provides online delivery of network training. Remote
PCs can be interface with real lab equipment, such as routers, switches, and
firewalls, all of which can be accessed remotely using NETLAB+.

Online Security Training. Provides online delivery of security training. Using
NETLAB+, remote PCs can be completely isolated from production networks,
providing a safe environment for instructors and students to do things that are
not typically allowed on production networks. This might include configuring PCs
and lab devices using administrator privileges, installing new software, capturing
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network traffic, experimenting with firewalls and VPNs, running malicious
software, and scanning networks. At the end of the lab reservation, NETLAB+
will undo any changes.

1.3

What is a Virtual Machine?

In NETLAB+, a virtual machine is a remote PC or remote server that runs on virtualized
hardware. Although the hardware is virtualized, real operating systems and real
application software can still be used; virtual hardware appears to be real as far as the
software is concerned. In fact, the software running on a virtual machine is allowed to
execute instructions directly on the real CPU. This provides relatively good
performance, comparable to actual hardware in most cases. A special process known as
the hypervisor manages workload among virtual machines to ensure that each
application has time to execute.

The result is that virtualization allows you to host real operating systems and real
application software with fewer hardware resources.

Windows
Applications
(real)

5 Virtual Machine

g Virtual Machine

Windows
Applications
(real)

!# Windows
XP
(real)

|

i
Server 2003

4 Windows '
(real) J

Linux
Applications
(real)

5 Virtual Machine

Lirux
0/s

(real)

a

|

Virtual Hardware

Virtual Hardware

Virtualization Software

Virtual Hardware

Physical Hardware

To implement virtual machines, the NETLAB+ software interfaces with third party
virtualization products that run on separate servers (not on the NETLAB+ server). This
guide is specific to ESXi, from VMware Inc.
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NETLAB+ provides remote PC access solutions for both virtual machines and real
standalone PCs. However, due to the rapid progress of virtualization technology and the
numerous benefits it provides, NDG recommends that all new remote PCs be
implemented using virtual machines. New development and support for standalone PC
interfacing is no longer provided by NDG.

1.4 What Does ESXi Provide?

VMware ESXi provides virtualization server software. The software abstracts computing
resources so that several PCs or servers can run on the same physical server.

Each NETLAB+ remote PC or remote server runs inside of a virtual machine. ESXi
provides virtual CPU, virtual memory, virtual disk drives, virtual networking interface
cards, and other virtual hardware for each virtual machine. ESXi also provides the
concept of a virtual networking switch. Virtual switches can be connected to real
networks via host network adapters, allowing virtual machines to connect to real
networks.
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15 How Do NETLAB+ and ESXi Servers Work Together?

NETLAB+ interfaces with ESXi virtualization servers using protocols and application
programming interfaces (API) to incorporate virtual machines (PCs and servers) into the
lab environment, and make them remotely accessible in an easy-to-use, intuitive way. It
also facilities sharing so that multiple users can access the keyboard, video and mouse
of a virtual machine simultaneously.

Training Self Study
aaa O 0
G on .

l NETLAB+ Server (N D G|

Sharing Automation i‘:::::

g‘ufirtualhﬂachine g‘u"irtualhﬂachine E‘v‘irtualhﬂachine

Windows Windows Linux
Applications Applications Applications
(real) y (real) y (real)

L%

Server 2003

{real} (real) {real}

{" Wlndows fﬂi Windows { Llnux

Virtual Hardware Virtual Hardware Wirtual Hardware

Here is list of features and benefits provided by NETLAB+, working in conjunction with
VMware virtualization servers.

e The keyboard, video and mouse of each virtual machine can be accessed without
a “backdoor” network or interface on the virtual machine. Access to a virtual
machine is proxied through NETLAB+ and the virtualization host system, similar
to KVM-over-IP hardware solutions.

e No special client software (other than Java) is required on the user’s computer.
NETLAB+ will download its remote PC access application to the client whenever
the user clicks on a PC.
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Multiple users can share access to a virtual machine simultaneously.

NETLAB+ multiplexes virtual machine traffic using a single IP address and two
TCP ports. It also provides a front-end to the virtual machine environment, so
that virtualization servers and virtual machines do not have to be placed on
production networks. This significantly increases security and eases firewall
administration.

If the user has a valid lab reservation, NETLAB+ will proxy client access to the
keyboard, video and mouse of the virtual machine. This access is terminated
when the lab reservation completes, ensuring that users of different reservations
do not interfere with each other.

NETLAB+ supports revert to snapshot. Changes to a virtual machine can be
discarded at the end of a lab reservation, returning the PC to a clean state.

Users can have administrative privileges on a virtual machine without risk.

Users may power on, power off, and revert to clean state (scrub) from the
NETLAB+ web interface.

Users can shutdown and reboot a virtual machine during the lab, without losing
changes.

Virtual network interfaces on a virtual machine can be tied to real networks in
the lab. NETLAB+ provides the framework to separate lab networks from real
networks in a secure manner.

Virtualization using ESXi is performed on separate physical servers, not included with
NETLAB+. You can interface with multiple ESXi servers if necessary.
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Part 2  Planning

This section discusses the software and hardware requirements for planning a remote
PC deployment using ESXi.

Objectives
e What software is required?

e What hardware is required?
e How many ESXi host servers do | need?

2.1 What Software Is Required?

NETLAB+ Server 2009.R1 [N D G|
- - Remote
Sharing Automation
| M J | Access |

g‘u’ir‘tualhﬂachine i‘u"ir‘tualh-"lachine g‘u"irtualr'u'lachine

Windows Windows Linux
Applications Applications Applications
{real:- {real:- ireal)

J"li‘|.|"|.|'|r1[:|+:|-1ﬂ.|'5 ""If Windows 0 Linux
®P Server 200 0/5
freal) (real) {real)

"ul'lr'tual Hardwa'e "ul'lr'tual Hardware J l Wirtual Hardware J

Refer to the numbered diagram above.

(1) Your NETLAB+ server must be running version 2009.R1 or later to interface with
ESXi.

(2) Each virtualization server requires either VMware ESXi Installable (software
downloadable from http://www.vmware.com) or VMware ESXi Embedded
(software pre-installed in flash memory by a PC hardware vendor). Other
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(3)

4)

2.1.1

VMware products are supported (see the table below). All examples and
procedures in this guide are specific to ESXi.

Each virtual machine requires a copy of a supported operating system. In ESXi
and NETLAB+ terms, this is called a guest operating system. Please refer to the
ESXi documentation to determine which operating systems versions are
currently supported. NETLAB+ has been tested with Microsoft Windows and
Linux operating systems.

Novell Netware is known to have problems with cursor updates, and is therefore
not supported at this time.

Each virtual machine can run application programs. These are installed on each
virtual machine the same way you install software on a real PC.

Product Licensing

For the purpose of software licenses, each virtual machine is treated as an independent
real PC or server. Please refer to the specific vendor license agreements (and
educational discount programs, if applicable) to determine licensing requirements for
your virtual machine’s software, server software, operating systems, and application
programs.
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2.1.2 VMware Hosting Product Comparison

The following table compares NETLAB+ support and features for selected VMware
hosting products. This guide is specific to ESXi. Should you decide to use one of the
other listed products with NETLAB+, please switch to the respective NETLAB+ Remote PC
Guide specific to the VMware product.

VMware ESXi 4.1 is not supported. Please do not upgrade your systems to VMware
ESXi 4.1. NDG is working to resolve known issues concerning the use of ESXi 4.1 and
plans to support this version in a future software release.

Product VMware VMware VMware
ESXi Server GSX
VMware Version 3.5 4.01 2. 1.x 3.x
u3/u4a/us
NETLAB+ Support Supported Supported Supported Deprecated Deprecated
(2)
Minimum NETLAB+ Version 2009.R1 2009.R1 2009.R1 4.0.11 3.7.0
Architecture Hypervisor Hypervisor Hosted Hosted Hosted
Minimum VMware Version 3.5U3 4.01 2.0 1.0.3 3.1
Required
VMware Versions Tested by 3.5 4.01 2.0 1.0.3 3.1
NDG u3/u4/us 1.0.6 3.2
1.0.7
Host Operating System No No Windows  Windows Windows
Required
Windows Server O/S Versions n/a n/a 2003 2003 2003
Tested 2000 2000
Linux Server O/S Versions n/a n/a n/a (1) n/a (1) n/a (1)
Tested
NETLAB+ Feature Support:
e Remote PC Viewer Yes Yes Yes Yes Yes
e Power On / Off Yes Yes Yes Yes Yes
e Revert to Snapshot Yes Yes Yes Yes Yes
(scrub)
USB Support within VM No No Yes Yes
(UsB 1.1)

(1) VMware Server for Linux or VMware GSX for Linux is not currently supported or documented by NDG.
However, you may run Linux as a guest operating system on virtual machines.

(2) VMware GSX has been replaced by VMware Server 1.x and VMware Server 2.x.
10/22/2010 Page 15 of 128
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2.13

NETLAB+ Support Status

Minimum NETLAB+ Version Required
ESXi Minimum Version Required
ESXi Versions Tested

Guest Operating Systems Tested Boed

Maximum Number of Running Virtual Machines
(on each ESXi server host)

NETLAB+ Supported Features

USB Support for Virtual Machines

NETLAB+ Support Summary for ESXi

VMware ESXi 3.5
Supported

NETLAB+ 2009.R1

ESXi version 3.5 U3

ESXi version 3.5 U3/U4/U5
Windows XP (x86, 32-bit)

Varies with CPU and
Hardware®

Remote PC Viewer

Power On

Power Off

Revert to Snapshot (scrub)

No (a separate USB-over-IP
solution is required to
support USB devices)

N/ DG

www.netdevgroup.com

VMware ESXi 4.01
Supported

NETLAB+ 2009.R1

ESXi version 4.01

ESXi version 4.01
Windows XP (x86, 32-bit)

Varies with CPU and
Hardware*

Remote PC Viewer

Power On

Power Off

Revert to Snapshot (scrub

No (a separate USB-over-IP
solution is required to
support USB devices)

(1) Please refer to the VMware Guest Operating System Installation Guide for specific product support,

installation instructions and known issues.

(2) Older 32-bit processors will only support 32-bit guest operating systems. A 64-bit processor is

required for 64-bit guest operating systems.

(3) NDG currently recommends no more than 4 running VMs per CPU core. VMware configuration

maximums can be found at

http://www.vmware.com/pdf/vi3 35/esx 3/r35u2/vi3 35 25 u2 config max.pdf. CAUTION: The

numbers within this document are absolute maximums, not recommended values.

(4) NDG currently recommends no more than 8 running VMs per CPU core. VMware configuration

maximums can be found at

http://www.vmware.com/pdf/vsphere4/r40/vsp 40 config max.pdf CAUTION: The numbers within this

document are absolute maximums, not recommended values.

10/22/2010
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2.1.4 NETLAB+ Known Issues for ESXi

In this section, we will discuss several known issues encountered when ESXi with
NETLAB+.

2.1.4.1 NETLAB+ Does Not Currently Integrate with vCenter

NETLAB+ communicates directly with VMware ESXi hosts. Integration with vCenter and
other VI Infrastructure components is planned.

2.1.4.2 No Built-In USB Support For Virtual Machines

A separate USB-over-IP solution is needed for virtual machines to access physical USB
devices. Alternatively, VMware Server 2.0 supports USB 2.0 pass-through from host to
virtual machine.

2.1.4.3 Continuous High CPU Utilization Causes Timeouts
Continuous high CPU utilization at or near capacity on all processor cores may cause API
connection timeouts. This in turn may cause automated operations performed in

NETLAB+ to fail.

Causes. Running too many active virtual machines on one server, and/or using a server
with inadequate hardware resources.

Workaround #1. Add additional ESXi servers and divide the workload.

Workaround #2. Upgrade server CPU and memory. Additional CPU speed, processor
cores and memory are usually helpful. See the hardware discussion in the later section
for additional guidance.

2.1.4.4 NETLAB+ Not Tested With All Guest Operating Systems

VMware provides a Guest Operating System Installation Guide that contains a list of

supported guest operating systems and the known issues for each. Not all operating
systems in this document have been tested with NETLAB+.

We recommend that you thoroughly test each unique guest operating system in the
NETLAB+ environment prior to production deployment. In particular, you should install
the VMware Tools on the guest operating system, and then use the NETLAB+ Remote PC
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Viewer to test for proper functioning of the keyboard, mouse, mouse cursor, and screen
updates.

2.1.45 NETLAB+ Does Not Support Novell Netware

Novell Netware as a guest operating system is not supported by NETLAB+ at this time.
There are known issues with cursor updates, making remote access unusable.

2.1.4.6 Mouse Cursor and VMware Tools

To use the mouse of a virtual machine from NETLAB+, VMware Tools must be installed

and running on the virtual machine.

2.1.4.7 Installing an Operating System on a Virtual Machine using the NETLAB+
Remote PC Viewer

Normally you install an operating system and VMware Tools on a virtual machine using
the VI or vSphere client before making the virtual machine available to NETLAB+ users.

In some cases you may wish to allow NETLAB+ users to install the operating system as
part of a training exercise using the NETLAB+ Remote PC Viewer Application. In this
case, the operating system installation must be performed using keyboard commands
and shortcuts. The mouse cursor will not work properly during operating system installs
because VMware Tools is not installed during the process (see 2.1.4.6).

2.1.5 Upgrading From VMware Server To ESXi
The management interfaces, APls, and virtual machine settings for ESXi are significantly

different from VMware Server 1.x and VMware Server 2.x, which has required NDG to
develop this separate guide.

Configuration changes to both NETLAB+ and virtual machine settings are required when
upgrading from VMware Server to ESXi. Appendix C documents the necessary changes.
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2.2 ESXi Host Hardware Requirements

At this point, you have decided that ESXi is the appropriate product to host your virtual
machines. (If not, please switch to the respective NETLAB+ guide that matches the
specific VMware product.)

Henceforth, a reference to “ESXi”, “ESXi host system” and “ESXi server” in this
document refers to a server running VMware’s ESXi virtualization software.

Next, we will explore hardware requirements. The VMware Hardware Compatibility
Guide provides a convenient reference to review hardware compatibility for your
specific version of ESXi.

e |[f you are using VMware ESXi version 3.5, you may also consult the
Requirements section of the ESX Server 3i Installable Setup Guide or the ESX
Server 3i Embedded Setup Guide, depending on the version you have chosen.
This is important, particularly if you wish to run 64-bit guest operating systems.
(Be aware that VMware has made some recent changes to product names; some
VMware documentation refers to ESXi by its old product name, ESX Server 3i).

e If you are using VMware ESXi 4.01, you may refer to the requirements section of
the ESXi Installable and vCenter Server Setup Guide or the ESXi Embedded and
vCenter Server Setup Guide depending on the version you have chosen. This is
important, particularly if you wish to run 64-bit guest operating systems.

Remote PCs are implemented on one or more ESXi host systems (separate from the
NETLAB+ server). The table below contains a list of recommended hardware for an ESXi
server.

Servers that do not meet the minimum requirements listed may work, but may
encounter performance issues and/or lack support for certain guest operating systems.

VMware ESXi only supports hardware RAID. If you are upgrading from VMware Server
to VMware ESXi, be sure the RAID controller is supported by ESXi. Please note that the
“on-board” RAID in many motherboards is actually software RAID (or “fake” RAID),
because the actual RAID functions are performed by device drivers running on the host
operating system. You can potentially run your SATA drives in a non-RAID
configuration. More information regarding limitations is available in the VMware
Knowledge Base. These options should only be considered by those seeking to make
use of existing equipment. If you are purchasing new equipment, following the
requirements in the current test platform section is your best option.
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Recommended Minimum / Features Notes
Processor(s)l’ 2 x86-64 compatible (Intel, AMD) Examples that meet the minimum:
e 4 or more cores ¢ Intel Xeon E5520 (Quad core)5
e  2.33 Ghz per core e Intel Xeon E5410 (Quad
core)4
Intel-specific features: Please search the VMware Hardware
Compatibility Guide for supported
o Intel 64 (formerly EM64T)" processors.

e Intel VT-x (Vanderpool)

AMD-Specific Features:

e AMDS®64 revision D or later'?
e  AMD-V (virtualization)

Memory Up to 6TB Install enough memory the
maximum number of running virtual
machines and the host.

Disk® 3TB RAID1 See note 3 below concerning RAID.

VMware ESXi also supports external
iSCSI and NAS storage arrays.

Please search the VMware Hardware
Compatibility Guide for supported

processors.
Network Interfaces Dual (2) 100/1000 Ethernet with 802.1q Please search the VMware
Hardware Compatibility Guide for
Supported Interfaces: supported processors.

e Intel server adapter (825XX
chipset) with Advanced Network
Support (ANS) features

(1) x86-64 should not be confused with the Intel Itanium (formerly IA-64) architecture, which is not
compatible on the native instruction set level with the x86 or x86-64 architecture.

(2) VMware provides a standalone utility that you can use without ESXi to

perform the same check and determine whether your CPU is supported for

ESXi virtual machines with 64-bit guest operating systems. You can

download the 64-bit processor check utility from http://www.vmware.com/download.

(3) VMware ESX/ESXi only supports hardware RAID. If you are upgrading from VMware Server to VMware
ESXi (or ESX in the future), be sure the RAID controller is supported by ESX/ESXi. Please note that the “on-
board” RAID in many motherboards is actually software RAID (or “fake” RAID), because the actual RAID
functions are performed by device drivers running on the host operating system. You can potentially run
your SATA drives in a non-RAID configuration. More information regarding limitations is available in the
VMware Knowledge Base. These options should only be considered by those seeking to make use of
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existing equipment. If you are purchasing new equipment, following the requirements in the current test

platform section is your best option.
*This hardware was used by NDG as the 2009 test platform.

>This hardware was used by NDG as the 2010 test platform. In the future, the E5520 will be the minimum
processor that may be used to support the VMware IT Academy Program ICM course.
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2.3 How Many ESXi Server Host Systems Do | Need?

The number of ESXi host systems and memory requirements vary based on the lab
topologies and number of pods you want to implement.

As a general planning and budget guideline, NDG recommends no more than 10 to 12
virtual machines per server with hardware meeting the requirements in section 2.2.
More virtual machines may be possible for certain workload types and/or high-end
hardware.

Each virtual machine uses CPU cycles and memory on the server. The table below
shows a hypothetical allocation of processor cores for virtual machines and other
system tasks. You do not actually configure this; ESXi will do this dynamically based on
workload.

CPU Core #1 (2.33 GHz) VM1 VM2 VM3 VM4
CPU Core #2 (2.33 GHz) VM5 VM6 VM7 VM8
CPU Core #3 (2.33 GHz) VM9 VM10 VM1l VM12
CPU Core #4 (2.33 GHz) ESXi and API processes

& If you have more than one ESXi host server, consider spreading the VMs from each
pod across all of host servers. This will evenly spread the load on critical system
resources for each ESXi host (processing and memory).

Running too many virtual machines may starve the host and/or ESXi Server APIs. This
may lead to timeouts and task automation failures in NETLAB+.

& If a single ESXi host is shared among multiple pods and the ESXi host does not meet
the requirements from section 2.2, users from one pod may notice a substantial delay
when the reservation begins/ends from another shared pod. When a reservation
begins, NETLAB+ instructs the ESXi host server to power on or resume all Virtual
Machines represented in that lab topology. When this occurs, the ESXi host may
experience a high CPU load for several minutes. This can result in sub-optimal and even
unresponsive communications for those NETLAB+ users logged in from a different pod,
accessing virtual machines hosted by the same ESXi server.
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Step-By-Step Guidance

Step 1. Carefully study your lab topologies and determine the number of virtual
machines required by each pod. The requirements for several NETLABag pods shown
below assume that you are implementing all PCs supported by the pod.

The following table shows some of the pods that support virtual machines in NETLABe.
For an updated list of NETLAB4: topologies, please view the [ab topologies page.

Maximum Virtual

Machines
Multi-purpose Academy Pod(MAP) 3
Basic Router Pod v2 (BRPv2) 4
Basic Switch Pod v2 (BSPv2) 3
Cuatro Router Pod (CRP) 5
Cuatro Switch Pod (CSP) 4
LAN Switching Pod (LSP) 4
Network Fundamentals Pod (NFP) 5 required

2 optional
Network Security Pod 2.0 (NSP) 7

Step 2. Add up the number of virtual machines used by each pod you are implementing.
For example:

Pod Name Type Virtual Machines
POD 1 Basic Router Pod Version 2 4
POD 2 Basic Router Pod Version 2 4
POD 3 Basic Router Pod Version 2 4
POD 4 Basic Router Pod Version 1 0 (n/a)
POD 5 Basic Switch Pod Version 2 3
POD 6 Network Security Pod (2.0) 7
Total 22
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Step 3. Assign each pod that supports PCs to an ESXi host server. Note, POD4 does not
support PCs and uses no ESXi host resources.

ESXi Host #1 — Example

Pod Type Virtual Machines
POD 1 Basic Router Pod Version 2 4
POD 2 Basic Router Pod Version 2 4
POD 3 Basic Router Pod Version 2 4
Total 12

ESXi Host #2 - Example

Pod Type Virtual Machines
POD 5 Basic Switch Pod Version 2 3
POD 6 Network Security Pod (2.0) 7
Total 10
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Step 4. Based on the pod type and curriculum requirements, determine which guest
operating system you will use on each virtual machine. Tabulate the operating system
and memory requirements for the virtual machines. You should allocate the same
amount of memory as you would if standing up a real PC. The following would
represent typical choices for ESXi Host 1 in the previous example.

VMware Host System #1 - Example

Pod PC Name Operating System Memory (MB)
POD 1 PCla Windows XP 128
POD 1 PClb Windows XP 128
POD 1 PC2 Windows XP 128
POD 1 PC3 Windows XP 128
POD 2 PCla Windows XP 128
POD 2 PClb Windows XP 128
POD 2 PC2 Windows XP 128
POD 2 PC3 Windows XP 128
POD 3 PCla Windows XP 128
POD 3 PClb Windows XP 128
POD 3 PC2 Windows XP 128
POD 3 PC3 Windows XP 128
Total 1536 (2GB) *

* At least 4GB per server is now recommended to support recent mainstream operating system
requirements with greater memory requirements.
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Step 5. Translate the requirements from steps 1 through 4 into an itemized list for each
server. The two VMware host systems in the previous examples would require the
following items.

VMware Host System #1 - Example

Quantity Item Role

1 Server server hardware

e Intel Corei7 920 (2.93 GHz X 4 cores)

e 4GB (recommended)

e 2x320GB Hard Disks with RAID1 support

e Dual (2) Intel Network Interfaces with 802.1q
VLAN tag support

1 ESXi virtual machine software

12 Windows XP (Home or Pro) guest operating systems

VMware Host System #2 - Example

Quantity Item Role

1 Server server hardware

e Intel Corei7 920 (2.93 GHz X 4 cores)

e 4GB (recommended)

e 2x320GB Hard Disks with RAID1 support

e Dual (2) Intel Network Interfaces with 802.1q
VLAN tag support

1 ESXi virtual machine software
5 Windows XP (Home or Pro) guest operating systems
3 Windows 2000 Server guest operating systems
2 Linux guest operating systems
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2.4 Management Station Requirements

It is also necessary to have at least one other computer to act as a management station.
This computer must be running Windows, have network access to the ESXi server, and
have Internet access.

The management software you use will depend upon the version of ESXi you have
selected:

e |[f you are using VMware ESXi 3.5, the VMware Infrastructure Client software will
be installed on this machine (see section 3.5). In this guide, the majority of
screenshots show the use of the VMware Infrastructure Client. Please refer to
the requirements in section 2.4.1.

If you are using VMware ESXi 4.01, the VMware vSphere Client will be installed on this
machine. Since the majority of screenshots in this guide depict the use of the VMware
Infrastructure Client, you will see minor differences between your system and the
screenshots in this guide. Please refer to the requirements in section 2.4.2.

The functionality is the same for both software versions. References to the VMware
Infrastructure Client (VI Client) throughout this guide apply to both the VMware
Infrastructure Client (ESXi 3.5) and the VMware vSphere Client (ESXi 4.01) except where
indicated otherwise.

24.1 VMware Infrastructure Client (VI Client) Requirements

If you are using VMware ESXi 3.5, you will install VMware Infrastructure Client software
as your management station on a machine meeting the following requirements:

Hardware Requirement

e Processor — 266MHz or higher Intel or AMD x86 processor (500MHz
recommended).

e Memory —256MB RAM minimum, 512MB recommended.

e Disk Storage — 150MB free disk space required for basic installation. You must
have 55MB free on the destination drive for installation of the program, and you
must have 100MB free on the drive containing your %temp% directory.

e Networking — Gigabit Ethernet recommended.

Software Requirements

e The VMware Infrastructure Client (VI Client) is designed for 32-bit versions of the
Windows operating systems.
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2.4.2

The VI Client requires the Microsoft .NET 2.0 Framework, which will be
automatically installed if it is not present on the system.

vSphere Client Requirements

If you are using VMware ESXi 4.01 you will install vSphere Client software as your
management station on a machine meeting the following requirements:

Hardware Requirements

Processor — 266MHz or faster Intel or AMD processor (500MHz recommended).
Memory — 200MB RAM
Disk Storage — 1GB free disk space is required for a complete installation, which
includes the following components:

o Microsoft .NET 2.0

o Microsoft .NET 3.0 SP1

o Microsoft Visual J#

o vSphere Client 4.0

o vSphere Host Update Utility 4.0

You must also have 400MB free on the drive that has your %temp% directory.
If all of the prerequisites are already installed, 300MB of free space is required
on the drive that has your %temp% directory, and 450MB is required for the
vSphere Client 4.0.

Networking — Gigabit connection recommended.

Software Requirements

The vSphere Client requires the Microsoft .NET 3.0 SP1 Framework. If your
system does not have it installed, the vSphere Client installer installs it.

For a list of supported operating systems, see the Compatibility Matrixes on the
VMware vSphere documentation Web site. Getting Started with ESXi Installable
VMware,
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Part 3  ESXi Host System Setup

This section describes the initial preparation of an ESXi host system. After ESXi is
installed and configured, virtual machines can be added (as guests) and integrated into
the overall NETLAB+ system.

Objectives

Install ESXi Server

Become Familiar with the ESXi management console
Learn about the IMAN networking model.

Configure the Outside Interface

Install VMware Infrastructure Client software
Configure the Inside Interface

All tasks in this section are performed on separate dedicated servers that you provide.
Do not perform any of the tasks in this section on the NETLAB+ server appliance, as this
will delete the NETLAB+ software, requiring you to return it to the factory for re-
installation.

3.1 Installing ESXi Server
ESXi is available embedded in server hardware, or may be installed from a CD.

When downloading ESXi, it is important to select a version that is compatible with
NETLAB+. Currently, the latest supported version is 4.01.

Please do not upgrade your systems to VMware ESXi 4.1. NDG is working to resolve
known issues concerning the use of ESXi 4.1 and plans to support this version in a future
software release.

Instructions for downloading ESXi:

1. Please visit VMware's page for registration of VMware vSphere Hypervisor. This
will include access to ESXi: https://www.vmware.com/tryvmware/

2. In order to obtain a free download, you must register. Login if you already have
a VMware account.
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3. After accepting the license agreement, you will receive a link via email that will
bring you to the VMware vSphere Hypervisor Product License and Download
page.

4. The page includes your license key for ESXi. Please make note of your license
key, as you will need it in order to continue using ESXi beyond the evaluation
period (see section 3.5.1).

Licensing Download Information

Licensing

ESXI

This license key is only valid for ViMware]ESXi 4.1 jand later.
Option 1: VMware Go

Although it is indicated that the license key is valid for 4.1 and later, the license
key is valid for use with your download of 4.01.

5. Scroll down the page to locate the download for ESXi 4.0 and follow the
download procedure.

Version History - ViMiware ESXi 4.0 Update 1

ESHi 4.0 Update 1 Installable (CD [50]) Start Download Manager @
1119109 | 4.0 Update 1 | 353 MB |
Binary (.isa) FManually Download

Bootyour serverwith this CDin order toinstall ESXi 4.0 Update
1 Installable. WOTE: Whtware ES 4.0 Lipdate 1 and ESXi 4.0
pdate 1 require 64-hit capable servers for installation and
execution.
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6. To patch from 4.0 U1 to U2, use the Host Update Utility, which is packaged with
the vSphere client. For more information, refer to VMware's vSphere Upgrade
Guide for details:
http://www.vmware.com/pdf/vsphere4/r40/vsp 40 upgrade guide.pdf

If you are using VMware ESXi 4.01, please review the information in the Getting Started
with ESXi Server Installable guide. You may use this guide as a reference for ESXi 4.01
Installable and ESXi 4.01 Embedded versions, with the exception that using ESXi
Installable requires performing the installation procedure detailed on page 7, Install
ESXi 4.0.

If you are using VMware ESXi 3.5, please review the information in the Getting Started
with ESX Server 3i Installable guide. You may use this guide as a reference for ESXi 3.5
Installable and ESXi 3.5 Embedded versions, with the exception that using ESXi
Installable requires performing the installation procedure detailed on page 4,
Installing ESX Server 3i.
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3.2 Setup Using the ESXi Management Console

Following installation, power on the ESXi host (with a keyboard and monitor connected).
When the ESXi host is powered on for the first time, it enters a boot-up phase during
which system network and storage devices are configured with defaults. After the host
completes the boot-up phase, the direct console appears on the attached monitor. In
the subsection below, details are provided on configuring the administrative password.
Additional setup tasks needed in order to configure the outside interface will be
discussed in section 3.4.

3.21 Configuring the Administrative Password

The administrative username for the ESXi host is root. By default, the
administrative password is null.

To configure a password for the ESXi server:
1. Press F2 to display the default configuration of the host.
Press F2 again, to display options to customize system options.
Select the Configure Root Password option.
When prompted for the old password, press enter.
Enter a new password.
Confirm the new password.

No vk wnN

Make note of the password for future use.

3.3 ESXi Host Connectivity Using the IMAN Networking Model
Several types of network communication occur to and from the ESXi host system.

e KVM. Provides remote Keyboard/Video/Mouse access to virtual machines, via
the NETLAB+ server.

e API. Provides an interface for NETLAB+ to query and control virtual machines
(status, power on, power off, and revert to snapshot).

e Bridging (optional). Allows virtual machines to connect to real lab devices such
as routers, switches, and firewalls. This is accomplished by connecting ESXi
virtual machines to a virtual switch, then connecting the virtual switch to Virtual
LANs (VLAN) behind NETLAB+ control switches. Although not documented in
this guide, physical network adapters (NICs) on the VMware host system may be
directly connected to lab devices as an alternative to VLANS, for special
applications that require a more direct path between a virtual machine and

external lab device.
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e Remote Management. The ESXi host server and virtual machines are managed
using the VMware infrastructure client, which you will install (see section 3.5).

NDG has developed a networking model, Inside Networking with External Management
(IMAN) to facilitate this communication. IMAN is the only networking model
recommended for use with ESXi. If you are upgrading from VMware Server 2.x or
VMware Server 1.x, you may be familiar with the Inside Networking with High Security
(ISEC) and Outside Networking with External Management (OMAN) models. These
models are not recommended for use with ESXi.

Networkin IMAN
= Recommended for ISEC OMAN
Model .
ESXi
Security Very Good Excellent Good, with proper
diligence in firewall
configuration

Manage VMware hosts and Yes No Yes
virtual machines from VI

Client

Required number of
Ethernet ports in each 2 1 2
VMware server

Requires 802.1q VLAN Yes Yes Yes

support on inside interface

Requires 802.1q support on No n/a No

outside interface

Requires native (untagged) Yes Yes No

VLAN 1 support on inside

interface

KVM and API traffic flow Inside network Inside network Outside network
(control switches) (control switches) (user LAN)

The Inside Networking model with External Management (IMAN) provides a balance
between security and manageability. All virtual machine traffic (Bridging), KVM, and
automation traffic (API) remain behind the NETLAB+ inside interface (i.e. the control
switches). The outside interface on each ESXi server provides a path for remote
management of the VMware host system and virtual machines (via VI Client).
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IMAN Features

e Provides a practical method for managing ESXi host systems and virtual
machines, while keeping most NETLAB+ and lab communication safely on a
private network.

IMAN Requirements

e Each ESXi Server requires two Ethernet interfaces.
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3.4 Configuring the Outside Interface

In this section, we will perform tasks required to enable connectivity through the
outside interface. The outside interface is used for external management of the ESXi
server. This interface is referred to as the Management Network in VMware
documentation.

To provide network access through the outside interface to your ESXi host, you have
two options:
e Use the default DHCP (Dynamic Host Configuration Protocol) configured IP
settings
e Configure a static IP address.

Use of a static IP address is highly recommended so that references to the IP address
can be made without concern of future changes.

If you are using ESXi 3.5, the Configuring Management Network section of the Getting
Started with ESX Server 3i Installable guide includes details on configuring static IP
settings.

If you are using ESXi 4.01, the Configuring IP Settings for ESXi section of the Getting
Started with ESXi Server Installable guide includes details on configuring static IP
settings.

3.5 Verifying and Managing the ESXi Host Using VI Client

As discussed in section 2.4, if you are using ESXi 4.01, you will use the vSphere client,
instead the VMware Infrastructure Client (VI Client) as described this section. The
functionality is the same for both software versions.

For details on installing the vSphere client, please refer to the Install the vSphere Client
section of the Getting Started with ESXi Server Installable guide.

You will manage your ESXi host using the VMware Infrastructure Client (VI Client). This
client software may be installed on any windows based computer on your network that
has access to your ESXi server through the outside interface (see section 3.4).

Open a web browser and enter the IP address of your ESXi server. If you have properly
configured your outside interface, you will view the ESXi server’s static web page.
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21 Welcome to Viware ESX Server HW - Microsoft Internet Explorer Q@ﬁ
Ble Edt Yew Favortes ook Heb - ll
Agdress |8 hitps:({10.0.0.30] ﬂ G b
-y

VMware ESX Server 3i

Welcome

ﬁEtHI‘I! Started For Administrators
If you need to access this host remately, use the following ¥Mware Infrastructure Remate
proagram to install VMware Infrastructure dient software. Aftar Command Line
running the lnﬁtﬂ”Er, start the client and ||:"; in to this host. The Remote Command Line asllows vou to
use command ine tools to manage
I = Download WiMware Infrastructure Cllentl WMware Infrastructure from & chient
machine, These tools can be used in shell

To streamling your IT oparations with VMware Infrastructure, use
the following program to install VirkualCenter Server. VirtualCentar
Servar will halp you consolidate and optimize workload distibution
across ESX Server hosts, reduce new system deployment tme
fram weeks to seconds, monkor your virtual computing

scripts to automate dav-to-day operations.
Crowenload the Virtual Appliance
= Downlosad the Windows Installar (axa)

* Download the Linue Installer (kar.gz)

environment around the cock, avoid service disrupbions due to Web-Based Datastore Browser
planred hardware maintenance or unexpected failure, centralize Use your web browser to find and
ACCESS EU”W'. and automate SyStEm administration tasks, dawnload files (for I:'A.d"'pln‘_‘. virtual
machine and wirtual dick filsg).
# Download WMware VirbualCenter Server Biowss datastores in Hie hoct's

. inwentar
If you need more help, please refer to our documantation ibrary: e .

For Developers

+ WMware Infrastructure 3 Documentation
VMware Infrastructure SDK
The YWMware Infrastructure SDE package
contamns interface definitons, detailad
documentabon and sample code to help
you write yaur own management
pragrams,

Drowenload the SDE

® Browse objects managed by this host

T ——————

Select the Download VMware Infrastructure Client link to download the client
software. Download and run the executable file on your local machine. The installation
wizard will guide you through the installation process.
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™

ﬁ' VMware Infrastructure Client 2.5 ﬁ

Welcome to the installation wizard for
Yiiware Infrastructure Client 2.5

The installation wizard will allow wou ta remove YMware
Infrastructure Client 2.5, To continue, click Mext,

VMware
Infrastructure

[ Mest > d [ Zancel

Enter the outside network address of the host, root as the user name, and password (if
configured) to login to VMware Infrastructure Client (VI Client). The inside interface
tasks in section 3.6 will be completed using the VI Client.

% 1

@ YMware Infrastructure Client ﬁ
@

To direckly manage a single hosk, enter the IP address or hosk name.
To manage mulkiple hosts, enter the IP address or name of a
VirtualZenter Server,

] vmware:

VMware Infrastructure Client

IP address [ Mame: |1|:|,|:|,|:|.3|:| LI
User name: Ir':":'t
Passward: [skestestentesteske oo okok
Login Close Help
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During initial login, a security warning may be displayed. This security-warning message
occurs because the VI Client detected a certificate signed by the ESXi host itself (default
setting). For highly secure environments, certificates generated by trusted third-party
are recommended. You can set up third party certificates later if you choose.

3.5.1 Entering the ESXi License Key
It is necessary to enter a license key in order to continue using ESXi beyond the
evaluation period. If the key is not entered, you will be unable to use ESXi when the

evaluation period is over. See section 3.1 for details on obtaining a license key.

The screen-shots shown here may vary slightly from your system, depending on the
version of ESXi you are using.

1. Using the vSphere Client, select Configuration > Licensed Features and click Edit
next to ESX Server License Type.

Getting Started - Summary ! Wirtual Machines | Resource Allocation - Performance - [RERieT e aeal. Local Users
Hardware Licensed Features
Health Status ESX Server License Type
Processars
M Produck: wSphere 4 Enterprise Plus Licensed for 2 physical CPUs (1-12
Bmary License kKey:
Storage Expires: 32172011
Mebworking

Product Features:
Skarage Adapters p ko S-way virkual SMP
wi_enter agent for ES¥ Server

Mebwork Adapters wStorage APIs
Advanced Settings WMsafe
dvFilter
P M L
awer Managemen Mware HA
Hok-Pluggable wirtual Hit
Software wMokion
VMware FT
v [Li-:enseu:l Features] Diata Recovery
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2. Select the option to Assign a New License Key to this host, enter the license key,
and select OK.

" Azsign an existing license key to this host

=
Q
“? Add License Key X

Mew license kew: | I

| | Cancel

(v Azsign a new license key to thiz host

Enter Fe... I |
Product:
Capacity:
Ay ailable:
Expires:
Label:
3.6 Configuring the Inside Interface

All virtual machine traffic (Bridging), KVM, and automation traffic (API) will take place
through the inside interface using the IMAN networking mode. The Inside Interface is
configured using VI Client.

e ESXi 3.5 users, please use the ESX Server 3i Confiquration Guide, chapter 2,
Networking, as a reference to aid in understanding the concepts and terminology
involved.

e ESXi4.01 users, please use the ESXi Configuration Guide, chapter 2, Networking,
as a reference to aid in understanding the concepts and terminology involved.
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Understanding VLAN 1 and Bridged VLANs

evgroup.com

The number of physical adapters required is greatly reduced by using VLANs. In the
IMAN model, VLAN 1 is used to transport KVM and API traffic between NETLAB+ and the
ESXi host. Bridged VLANSs are used to transport network data between virtual machines
and real lab equipment. The Inside Physical Interface runs 802.1q and acts as container
for VLANs. VLAN 1 corresponds to the native (untagged) VLAN on the control switch.

1\

T e R R ——— ———
LT L T R (R [ }____I_____
VLAN1 ======- e e et m———— m——————

[ KVM, APl 1 | !-

Inside == ] | ! :

(control) -’ : : g : :

VLAN1 | VLANT ; R ] -

169.254.0.254 | 16925640260 ¢ |& | !

LI L]

outside 4

1

1

User Traffic |

1

1

Outside :
(public) ] H
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3.6.2 Adding a Virtual Switch

Select the Configuration tab on VI Client and click on the Networking section. You will
see that your first virtual switch has been assigned a VMkernel Port, Management
Network. This represents the connection you have established through the outside
interface to allow you to use VI Client to manage your ESXi server. A virtual switch must
be added for the inside connection. Select Add Networking to start the Add Network
Wizard.

esHi.intranet ¥YMware E5SX Server 3i, 3.5.0, 123629

Getting Started ' Summmare ! Yitual Machines - Fesource Allocation ! Performance - M T WEly

MNetworking Refresh fdd Mebwarking. .
Yirtual Switch: wSwitcho Remaove...  Properties...
WUhkemel Port Physical Adapters
t Management Mekwork, i BB wronico 1000 Full | 3
10.0.0.30
a 1 [
3.6.2.1 Selecting the VMkernel Connection Type
Use the VMkernel connection type for the Inside Interface.
() Add Network Wizard =)<

Connection Type
Metwork docess Connection Types

" wirtual Machine
Add & labeled network ba handle virtual machine netwark traffic.

* ykernel

The YMkernel TCRJIP stack handles traffic for the following ESX services: Weksare Wiation, iSC51, MFS and
hask menegement,

Connection Type
Niatvecrking hardeare can be partiioned bo accommodate each service requiring connectivity,

H Help I = Bach, I Mext > I Canical
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3.6.2.2 Selecting the Network Adapter

As noted in the hardware requirements (section 2.2), your server must have at least 2
NIC cards. The Inside Interface and Outside Interface must be on different virtual
switches. In this example, vmnicl has been selected for the inside interface, (the
outside interface is on vmnic0, as shown in section 3.4).

The selection and number of network adapters on your system will vary depending on
your hardware selections.

() Add Network Wizard M=) %

vlkernel - Mebwork Access
Thea YWilkiarnel reaches netwarks through uplnk adapters attachad bo vidua swikches

Lonnection Type Sedack which wirtual switch will hande the retwerk raffic for this conrection. You may ako oreate a new virtual switch
Metwork Acoess using the undlaimed nebaork. adapters listed below,
annechion Sattings
mmay ¥ Create a virtual switch
[~ B8 wmnic3 dowen
[ B3 vwmnic2 dowin
100 Ful
" Use vSwitcho
T B wmnicd 2000 Full 10.0.0.24-10.0,0.27

Wikems Post Phorscal Sdaphers
WMkernel E_ﬁ—q- winfic]

“ Help | £ Back I Mast = Cancel

3.6.2.3 Selecting Connection Settings

Enter “Untagged NETLAB Inside Interface” as the Network Label. The VLAN ID should
be set to “0”.

Configure the TCP/IP settings for the Inside Interface using the table on the next page.
e Do not use the same IP address on more than one server.
e Do not use 169.254.0.254 (this is assigned to the NETLAB+ server)
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£ hdd Metwork Wizard mE x|

yekoermel - Connection Settings
Lise rtwanek: labieds toidentify Yiarnel connections whie managing your hosts and datacentess,

Connection Type

Sonnection Tvpe Part Group Propsrtiss
Metwork Sccess

Connection Settings Hetwsark L abel: Urkagged NETLAS Inside Interface
Hmmary VLAN ED (Optianal): o =

I Use this port aroun For YMobon

™ Oibkain 1P sattings automaticaly
% Use the following [P settings:

1P Address: [182 .54 . 0 . 2:
Subnet: Mask: &5 %5 .55 .0
Wikemel Daf auk Gatevary: [0 .0 .0 .1 Ed.
Preview:
Wiekamed Poet Physical Audaptess
ITIDI_'E:.:E?:I_ NETLAB Inside Inkerfa... ﬁ_ﬁ +EB vrnicl

H Help I = Back I Mext = I Canical

Use this table to select the appropriate IP settings.

ESXi Host Server > Untagged NETLAB Inside Interface > TCP/IP Properties

IP Configuration Interface VLAN 1 (untagged VLAN sub-interface)

IP Address 169.254.0.250 1% server
169.254.0.251 2" server
169.254.0.252 3" server
169.254.0.253 4" server
169.254.0.254 NETLAB+ ... DO NOT USE
169.254.0.240 5" server
-1"69.254.0.249 1.4”' server

Subnet Mask 255.255.255.0

Default Gateway None (leave blank)

Preferred DNS Server None (leave blank)

Alternate DNS Server None (leave blank)
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3.6.2.4 Finishing the Configuration of the Virtual Switch

Select Finish to complete the configuration process.

£ hdd Metwork Wizard mE x|

Ready to Complete
Werify that all new and modFfied virbual switchies are configured appropriately,

Connection Type Hagt rietwerking wil indude the Follawing new and modified vSwitches:
Mstwaork fccess Prewis:

Connection Settngs

Wkamed Posn Physical Adaptes
. Linkapged METLAB Irsice Irberfa. ., ﬂ-ﬁ—‘- wmnicl
169.254.0.251

H:lpl smllsnd-ulc.wdl

A

Your new virtual switch is now displayed on the networking page. Notice the ¥ mark
displayed near vmnicl, this indicates that the connection has not yet been physically
cabled. Cable your connection and the ¥ will be removed.

esxlintranet YMware ESX Server 34, 3.5.0, 123629

Getting Started - Summary ! Wirtual Machinez | Resource Allocation | Performarn
Metworking Refresh
Yirkual Switch: vSwitcho Remaove... Properties...

Uhkemel Part Physical Adapters
Management Metwork, g B wrnicO 1000 Full | 3
10.0.0,30
Wirtual Switch: vSwitch1 Remove...  Properties...
WMkemel Port Phoysical Adapters
"I Untagged NETLAE Inside Inkerfa. . @ EJ vonicl 100 Full 3

169.254.0.251
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3.6.3 Adding a VLANS Placeholder

Add a VLAN3 placeholder, which will serve as the first virtual machine network
connection type. This placeholder is necessary since at least one VM network
connection type must be present prior to adding your first virtual machine (see Part 4).
It will not be possible to create a virtual network adapter for your virtual machines
without this placeholder.

Placeholder VLAN3 also serves as an example of how you will later add VLAN adapters
for your pod VMs (section 5.2). After you have added VMs and pod VLANSs to the Inside
Interface, you may delete this placeholder (section 5.4).

Begin by selecting Add Networking to start the Add Network Wizard.

esxiintranet ¥Mware ESX Server 3i, 3.5.0, 123629

Getting Starked ' Summmary ! Yitual Machines | Resource Allocation I Perfarmance Configuration 4

Metworking Refresh

3.6.3.1 Selecting the Network Connection Type

Use the Virtual Machine connection type for VLAN3.

f@ Add Metwork Wizard M= ‘

Connection Type
Neatwiorking hardeare can ba partiioned bo accommodate each servics requiring conneckidty,

Connection Type
Tt R Connection Types

 Wirtual Machine

Add 5 lsbeled nebwiork ko handle virtual machine netwark traffic.

7 wrkernel

The WMkernel TCRIP stack handles traffic For the Following ESK services: ¥iare Weation, ISCS]; NFS and
harsk managemeant,

Help = Bak I Mext > I Canical

3.6.3.2 Selecting the Network Adapter
Placeholder VLAN3 must be assigned to use the same virtual switch as the Inside

Interface. In this example, vmnicl was selected for the Inside Interface (see section
3.6.2.2); therefore, the VLAN3 placeholder must also be assigned to vmnicl.
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The selection and number of network adapters on your system will vary depending on
your hardware selections.

) kdd Network Wizard M= %)

¥irtual Machines - Mebwork Access
Wirtual machines reach networks through uplnk adapters attached bo virtual seskches,

Connection Type Salack which virtual switch will handle the network traffic For this connection, You may akio create a new virtual switch
Fetwork Access using the unclaimed network, adapters lishad below,
Cannection Settngs T Urealie a virtdal SWitch poa =
Summary F B wmnicl down
- B wmnic2 down
7 Use vSwitchd paed . :
I~ BB wmnicd 1000 Full 10,0.0,25-10,0.0,25 3
E- Use vSwitchil I 5
[ E@ wmnicl 100 Ful EI
Prevvies:
Yirual Machive Port Growp Physical Adapters
Virtual Machine Netwaork. 8 BB enicl
Wekemed Post
Urkagged NETLAR Irside Irbsrfa... ).
169.254,0.351

|-up| <pack || etz | canea |

3.6.3.3 Selecting Connection Settings

Assign “VLAN3 Placeholder” as the Network Label. Enter “3” as the VLAN ID.

&) Add Network Wizard M= %)

¥irtual Machines - Connection Settings
Lisar niatwork labels to identify migration compatible connections common bo bwo o more hasts,

Connection Tvpe i
" FPart Group Properties
Connection Settings Netwark Label: VLANT Placshalder

-ummary VLAN D {Optional): 5 =]

Fraview:

Wirtual Machice Post Group Phyzicel Adapters
YLANT Flaceholder ® BB virnict
MLAN 3

Wietkeme Post
Unkagged NETLAB Inside Irkerfa, .. E
169.254.0.251

vep | coeck | [ wetz | canes |
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3.6.3.4 Finishing the Configuration of the VLAN3 Placeholder

Select Finish to complete the configuration process.

| € had Network Wizard A= x|

Ready to Complete
erify that all new and modFfied virbual switches are configured appropriately,

Cannection Type Host retwerking Wil inchude the Following new and modtied vSiitches:
Iztwaork dccess Previsw

conngchion Setings
Wirtual Machies Poe1 Groagp

Summary WLANS Placeholder ]

VLAN 3

Wiekeme Post
Urkagged NETLAB Inside Irkstfa... &)
169.254.0. 251

HLI

The VLAN3 placeholder is now displayed on the networking page. Note that VLAN3 is
on the same virtual switch as the Inside Interface.

Fefarmance s B E et Heers i Goupss S Eventzn' FEmiszions:
Metworking
Wirtual Swikch: wSwitcho Remove...  Properties...
Whkemel Port Phoysical Adapters
"I Maragement Network & E@ vrnic0 1000 Full 3
10.0.0.30
Wirtual Swikch: wSwikchi Remove...  Properties...
Whkemel Port — - Physical &dapters
Untagged METLAE Inside Interfa... @) BB vrnict 100 Ful D

169.254.0.251

Virtual Machine Port Group
YLANF Placeholder @
WLAN 5
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3.6.4 Establishing the Inside Connection

In this section, you will establish a connection between the ESXi host inside port and
NETLAB+ server.

Objectives

Select a reserved control switch and port.

Configure the control switch port.

Bring up the link.

Verify ESXi host system can connect to NETLAB+ using VLAN 1.

3.64.1 Allocating a Reserved Port on Control Switch for Inside Connection

There are several issues to keep in mind when selecting a reserved port. Remember
that reserved ports operate in VLAN 1, so there are no consecutive port requirements.
Typically, when installing control devices, it is desirable to connect NETLAB+, access
servers, switched outlet devices, and all other control switches to Control Switch 1, in a
hub and spoke fashion. Please refer to the Installing the Control Plane section of the
NETLAB+ Installation Guide for detailed discussion of reserved ports and control devices.

For each ESXi server you install, the inside connection may be located on any reserved
port that is available on a control switch. In most cases, you may have more than one
control switch and ESXi server. If this is the case, you should try to select a reserved
port from the same control switch where the pods associated with the ESXi server
reside. In some circumstances, your ESXi server may be hosting several pods.
Consequently, the reserved port may be located on a different control switch, if all links
between control switches are also configured as 802.1q trunks and all VLANs are
allowed. The most important factor would be keeping the pod gear communication and
ESXi server communication located on one or two control switches.
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3.6.4.2 Configuring a Reserved Control Switch Port for Inside Connection

One reserved port on the control switch connects to an 802.1q NIC card on the ESXi
server. This allows devices in the pod to communicate with virtual machines. The
reserved port should be configured as an 802.1q trunk port.

Once you have allocated a reserved port on the control switch, connect the ESXi server
inside NIC using a straight through CATS5 cable. Configure the switch port as a trunk.

Example switch port configuration. Interface number will vary.

interface FastEthernet0/23
description inside connection for ESXi Server #1
switchport mode trunk

switchport nonegotiate
no switchport access vlan
no shutdown

The control switch console password is router. The enable secret password is cisco.
These passwords are used by NETLAB+ automation and technical support - please do not
change them.

3.6.4.3 Configuring Trunking Between Multiple Control Switches

If the reserved port selected for your ESXi server is on a different control switch than the
lab equipment pods it is serving, you must ensure that inter-switch links between
control switches are configured in trunking mode. Some switch models will
automatically form trunks. However, it is recommended that both sides be manually
configured as trunk ports per the configuration commands below.

Example switch port configuration. Interface number will vary.

interface FastEthernet0/24
description Trunk to control switch #2
switchport mode trunk

switchport nonegotiate
no switchport access vlan
no shutdown
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3.6.4.4 Connecting the Inside Interface and Verify Link

After you have configured the reserved the port as described in the previous section,
verify your cabling between the reserved port and the ESXi server inside NIC. Check the
interface status of the reserved port:

netlab-csl#show interfaces FastEthernet 0/23
FastEthernet0/23 is up, line protocol is up (connected)
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3.7 Creating a NETLAB+ User Account

A NETLAB+ user account must be created on the ESXi host, using VI Client. NETLAB+
will use this account to control virtual machines through the VMware API.

Users & Groups - View Users - Right-Click on the page—> Add

e Allocation | Perfformance ! Configuration Events

Yiew: Groups

LD | User | Mame |
2 daermon daermon

65534 nfsnobody Anonymous MFS User

] rook Adrmiriskr ator

The recommended login is netlab. You may also enter a user name (optional). You
must enter a password for this account. We recommend choosing a strong password.

Make note of the login and password you assign to this user account. You will need to
enter this information as PC configuration settings in section 4.10.

) Add New User

—User Information

Login: Ilnetlal:u 11D I

ser Mame: Inetlal:l api

IUser name and UID are opkional

— Enter password

Passwl:lrd: I***************

Confirm: I***************l I

—(Eroup membership

Group: I add

I ;I Rermowve |

| Ik I Cancel |
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3.8 Creating the NETLAB VM Role

Roles are a combination of access permissions that can be assigned to a user or group.
VI Client includes several preconfigured roles, including Administrator. You will create a
role that will be assigned to your NETLAB+ user account (section 3.7). Assigning this
role, with the proper access permissions configured, will allow NETLAB+ to access virtual
machines through the VMware API.

Administration - Roles - Right-Click on the page—> Add

| 5@

[Frvenbony Adminiztration

" AddRele  [§% Clone Role

stern Logs
Roles Usage: Administrator
Mame - [ﬁﬂ ha-folder-root
Mo Access 8{5 rook
Read-Cnly 8} deui

Adrminiskrator

Add the “NETLAB VM Role” role and select the Virtual Machine checkbox. This will
enable permissions for the NETLAB VM Role for all virtual machine permission
subcategories.
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Fa =
/) Add Role x|
—Mame
Enter Mame: IiNETL.ﬂ.E WM Raole I
—Privileges

Ise the checkboxes belaw ko enable ar disable permissions available ta this
role, Select a unigue name For the role and click Ok,

5 all Privileges [1]
+- [ Glabal
+-[] Folder
+-[] Datacenter
+-[] Datastore
+- ] Metwark

+- || Host
= Wirtual Machine

+ Inventory =
+ Interaction

+ Configuration
+ State

+ Pravisioning

Cescription:  Select a privilege to view its descripkion

Help | K Cancel

3.9 Assigning Permissions to the NETLAB+ User Account

Assign virtual machine permissions to the NETLAB+ user account created in section 3.7
by assigning it to the role created in section 3.8.

esklintranet YMware ESX Server 34, 3.5.0, 123629

Gettng Started ~ Summary  Vitual Machine:  Aesource Allocahon Pestomance ' Corfiguration Usens & Gioups  Events || [ttt

User/Group Rl Defined in
8 Administrator This object
8 roat Administrator This abject

» Permissions = Right-Click on the page - Add Permission - Add - select
netlab user
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@

To assign & permizsion o an ndividusl ar group of wsers, sdd their names to the Users and Groups list below. Then select ‘

ceten Parmission
=]

one of mare of the names and assion a role.

P J@ Select Users =
These users and groups can inberact Selact users ard
qgroups bo include in this roba. You can also manually enter names and usa the
object according to the selected role. || ¢ ack Namas Feature bo valdate your eniries against the dreckary.
— Domain: |{5$rv9rj ﬂ
Users and Groups
|5huw Lisars First LJ | Saarch I
| Description e
Avciministrator |
Mobody
Anannmous NFS Lsar
DCLT Usar
dasmon
| v
Hete: Separate multiple names with semicolons.
Help 4|
I Cancel I

The netlab user name will now appear in the users and groups list of the assign
permissions page. Select the NETLAB VM Role, which has all virtual machine
permissions, as defined in section 3.8.
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-
@ Assign Permissions

=,

zelect one or more of the names and assign a rale.

To assign a permission to an individual or group of users, add their names to the Users and Groups lisk below, Then E_lé

—Users and Groups

These users and groups can inkerack with the current
object according to the selected role.

Mame Role Propagate

METLAB WM R0, ‘es

netlab

Add. .. Remaowve

—Assigned Role

INETLF'.B M Role I -

Selected users and groups can inkerack wikh the current
object according to the chosen role and privileges.

- All Privileges [:]

+- [ Global

+- [ Folder

+- [] Datacenter

+- [] Datastare

+- [ Metwark

+-[] Host

- Wirtual Machine

+ Irvventary

Interaction
Canfiguration
State
Provisioning M

- E-[E

Description:  Select a privilege ba wiew its description

W Propagate to Child Objects

Help |

et |
A

Select OK to assign the NETLAB VM Role. You will see the User/Role assignment

displayed.

esyilintranel ¥Mwane ESX Server 3i; 3.5.0, 123629

Getting Stated ~ Summary  Vitual Machine:  Fesouce Allocation  Perdormance  Configuration Usens & Gioups Events
Liser[Group o Defined in
I % nietliab NETLAB 4 Role I This object
] minstracor This abject
8 oo Acdministr atar This abiject
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Part4  Adding Virtual Machines

This section explains how to configure a new ESXi virtual machine and the proper
settings required for NETLAB+. Repeat this process for each new virtual machine.

After completing preparation of each host server as described in Part 3, virtual machines
can be added (as guests) and integrated into the overall NETLAB+ system.

Objectives

e Add virtual machines to the ESXi server host system.
e Make virtual machines accessible to NETLAB+ users.

The process outlined in this section must be followed for each virtual machine added to
the system.

4.1 Creating a New Virtual Machine Using the VI Client

In section 3.5, you downloaded the VMware Infrastructure client to a machine
connected to your outside interface. Enter the outside network address of the host, use
root as the user name, and password (if configured).

-,

@ YMware Infrastructure Client

(5

vmware

VMware Infrastructure Client

To directly manage a single host, enter the IP address or host name.,
To manage mulkiple hosts, enter the IP address or name of a
YirtualCenter Server,

IP address | Mame: |1|:|,|:|,|:|,3|:| |
User name: Ir.;..;.t
Password: AR
Login Clase Help
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The Getting Started tab includes a Basic Tasks section. Select the Create a new virtual
machine option. The subsections below will provide information on each step you will

need to follow using the New Virtual Machine Wizard.

- .
£110.0.0.30 - Vibwars Infrastructure Chent o0&
Ble Edt Wew doventory Sdmnistration Bugns  Help

i .
« % g @
E I iz nbraret esHimbranet Yibmare CS) Server 35 30050, 127938624
(i ¥ Pro Template 411
Summay  Vitud Machnes Pefomance | Conbgastion | Uik G
What Is a Host?
Ahost is @ comguter that uses vintualzation saftware, such il Machines A
g3 ESX Senver, to run virtual machines. Hosts provide the '
CPLU and memony resources thal viual machines use and
Qe virtual machings acoess o storage and netsark
connectivty.
au can add a witual maching ta a host by cresting & new Host
o2 OF by IMiparting & virtual apoliance
Thie easiest way Io add & irbual machine i 1 impot 3
wArtUEl Bpplance. Asrtusl 3pplEnce i & pre-ouill vinaal
machine with an operating system and software already
Instalied. A new virtual machne will need an operating
gystem nstaled an it, such & Windows or Linus
Wl Chisryt il
Basic Tasks
& Import a virtual appliance
reate a new virtual machine e T ] —
<] ; ¥ |4 L
B Tanks | st
411 Selecting the Custom Configuration Option

Select the Custom option for your virtual machine configuration.

) Vew Virtual Machine Wizard mE =]

Select the Appropriate Conliguration 1Arbual Machine Yarsion: 4

Haw would you prefer to corfigure yvour virbud machine?

ot L Wirtusl Mackine Corfigurstion

WMarme ard Locabcn r

[atastore Typical

Guest Operating System Craate a rew virtual machine with the mest coenmon devices and configur ation options.
CPUs

Memary ¥ [Custom

Metwor Chiose this aption F you nead to creabe a virtual machine with addiional davices or spedfic
12 Adaplers configuration options.

Select a Dish

Ready bo Complebe

mpl coach [[ metz | canesl |

A
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4.1.2

Providing a Name for Your Virtual Machine

You will be prompted to enter a name for your new virtual machine.

Choose a name for the virtual machine very carefully. Here are two recommended
naming conventions to consider:

e [VM NAME] =[POD_X_PC_Y]: If you do not plan on moving virtual machines
from one pod to another, we recommend that you include the NETLAB+ pod
number and/or PC ID in the name.

e [VM NAME] = [SERVER_X _VM_Y]: Another, more flexible naming convention
would include the ESXi server number and virtual machine number. This method
would be useful if you are going to be moving virtual machines from one pod
type to another.

@ New Virtual Machine Wizard -Jo&d

Select a Mame and Location for this Virtual Machine rtuwal Machine Yarsion: 4

What da you want ko call this virbus maching and where do vou wank it locsted?

Wigargd Type Fravide & name for the new virtusl machine and select its lacation in the inventory pansl below. Yirkusl
Mamie and Location machine names can contain up to 30 characters, but they must be unique within 2ach inventory Folder.

itng ] Masme!
Ir-:ETLnB_En-m_s_um_; I

Wirtual machine folders are unavaisble when connected directly ba the host.

Help = Back | Mext > I Cancel |

A

Since we have established a direct connection to the host, we will not be prompted to
enter an inventory location. Select Next to continue.
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4.1.3 Selecting a Datastore

Virtual machine files are stored in a datastore. Select a datastore for the virtual
machine that will be adequate to store the guest operating system and all of its
software applications for pod labs.

-

@ Mew Virtual Machine Wizard E]@

Choose a Datastore for the ¥irtual Machine Wirkual Machine Wersion: 4
WWhere do you wank to store the virtual machine files?

Wiizard Type Select & datastore in which to store the files Far the virkual maching.

Mame and Location

Datastore It is advisable to choose a datastare that is large enough to accomaodake the virbual machine and all its
fuest Operating System wirtual disk: files, so that thew may all reside in the same place,

CPUs

Mernory Mame Capacity Free Type fAccess

Metwark. [datastarel] 143.75 GE 133.80GE  YMFS Single hosk

10 Adapters

Select 5 Disk

Ready to Complete

Help | = Back | MNext = I Cancel

414 Selecting the Guest Operating system

The Guest Operating system and version of your choice that you will install on the
virtual machine must be selected.

In this example, Microsoft Windows Server 2003 is selected as the Guest Operating
System.
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() Mew Virtual Machine Wizard M= %]
Choose the Guest Dperating System ‘Artual Machine Yarsion: 4

Whiat Guest opersting systemn da you plan to use with this virkusl machins?

i) Ty

- . Guest Operating System:
Marme ard Locaton
watastoes ¥ Microsoft windows
Guest Operating System ) Lig
CPUs
Meerar ™ Maoval Natware
Networh 7 Solaris
110 Adapters -
Selact a Dish Other
Ready bo Complete
Wersian;
|Microsaft Windows Server 200, Standerd Editian (32-5i) |

Mate: The selection on this page alliows the wizard bo provide defaults for various virtual machine
paramaters sukable for the guast 05 vou inbend to install, Your selection is also recorded as part of the
wirtual machine's canfiguration ta allow hosts to optimize scheduing and other handing of the virtual
machine far the targeted guest OS5, This wizard does not install any guest 05 for veu.

Hel:-l 5m|um_>_|caml|
A

4.1.5 Selecting the Number of Processors

Selecting the default value of 1 for number of processors in the virtual machine is
typically sufficient, depending on the applications you will run on the virtual machine.

) Hew Virtual Mac hine Wizard M=)

Virtual COPLIs tArtual Machine Yarsion: 4
Corfigure the rumber of virtual processars in the virkusl machine,

o Ty
Mame and Location Humber of virbwal processars: i -
[ratastore
Lal S
CPUs
Mesmory
twaord
10 Adapters
Select a Dish

Ready bo Complebe

v | <oock | [ meaz | cone |
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4.1.6 Configuring the Memory Size

Choose the amount of physical memory that will be allocated to the virtual machine. In
most cases, you may use the default settings for memory. If memory space is a concern,
you may need to select a value closer to the recommended minimum. Please make sure
you do not oversubscribe system resources (see section 2.1.4.3)

@New Virtual Machine Wizard g@

Memory Wirkual Machine Version: 4
Configure the virtual machine's memory size,

iizard Type . Specify the amaunt of memory allacated ko this virtual maching.
Marne and Location The memary size must be a mulkiple of 4MB.
Datbastore

Memory For this virtual machine:
Guest Cperating Syskerm

CPUs )' 256 = e

Memory CO g
Tetwork, 4 63532
1jo .C\dapt,ars Ta set the memary ko one of the indicated walues, you may
Select & Disk click the colored triangle on the slider above or in the legend
Ready to Complete below,
M Guest 05 recommended minimurn 128 ME
& Recommended memory 256 MB
& Guest O35 recommended maximum 4096 MEB
A Mazimur For best performance 4038 MEB

Help | < Back | Mext = I Cancel
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4.1.7 Choosing Network Connections

In most cases, it will be necessary to connect a Network Interface Card (NIC) to the
virtual machine. (If your equipment pod will consist of only one individual PC, a
Network Adapter is not necessary and number of NICs may be set to “None”).

Establishing networking connections will be handled as a separate task in Part 5. For
now, use the VLAN3 placeholder as your selection.

) Hew Virtual Machine Wizard M=%

Choose Metworks WArbual Machine Yersion: 4
Which nebwark cornections will be used by the virbual machine?

Yeizorg Type Creste Network Carneckions
Idame and Location
Dngtagtore Hawi fiany NICE di you wank ba connsct? 1w
Gyest Operating Syshem Connack &t
IP— =T 3 Podepiter Fower On
NETOry .
Netwark NIZ 1§ [vLAN Placeholder =] riesie = W
0 Ademters

Bdapter choice can affect bath netwiorking perfarmance and migration
compatibilty, Consult the YMware KnowdedgsBase for more information on
chacsing amang the nebwark sdspters supparted for various guest opsrating
syshams and hosts,

Help = Back I Mext 2 I Cancel I
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4.1.8 Selecting the I/O Adapter Types

In most cases, you may use the default setting for I/O adapter types. Be aware also of
any requirements due to your selection of guest operating system (section 4.1.4).

f@m Virtual Machine Wizard Jo/&d

Select I/0 Adapter Types Wirtual Madhine Yarsion: 4
which IO Adapter Types would you like ta use?

Weizord Tvpe Srarage Adapker Types

fdame and Locabion

Duatastore IDE Adspter: Standard ATAPT
Guest Operatng Swstem SC5] Adaptes:

" Buslogic

Memory

Itwanrd f+ 151 Logic
170 Adapters

H Help | = Back I Maxt > I Canced I

4.1.9 Creating a Virtual Hard Disk

Use the default settings to Create a new virtual disk for your virtual machine.

@New Virtual Machine Wizard g@

Select a Disk Wirkual Machine Version: 4
which disk do wou want to use?

iizard Type i A wirtual disk is composed of one or more files on the host file swstem, Together
Marme and Location these files appear as a single hard disk ko the guest operating system, Select the
Dakastore type of disk to use From the choices belaw,

Guest Cperating Swskerm Diisk

CPLs

Memory {* Create a new virtual disk

Motk Chonose this option o creake a new virkual disk,

Lo Adapkers

oSt LS " Use an existing virtual disk

Disk, Capaciky
Advanced Options
Ready bo Complete

Zhoose this option to reuse a previousky configured wvirtual disk,

Give wour virtual machine direct access ko SAMN, This option allows wou to
use existing 3AM commands ko manage the storage and conkinue ko
access it using a dakastore,

(" Do not create disk

Help | = Back | MNext = I Cancel
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Specify the disk capacity for this virtual machine. Select a disk size that will be adequate
to store the guest operating system and all of its software applications for pod labs. The
example below shows a selection of 8GB; your requirements may vary.

() Hew Virtual Machine Wizard M=) <)

Specily Disk Capacity and Location Airtual Machine Yersion: 4
Haw large do wouw wark this disk bo be and whers should it be located?

Wehzard Typs

[darme and Logabion
[atastors

Guest Operatng Systham

Disk Capacity
Advanced Cptians

Faady b Compleds

Disk Capacity

ﬁ#ﬁﬁl o= [se =

Location
i+ Srare with the virtusl machine

" specify & datastore
Duatastons:

| |

H Hdp

4.1.10 Specifying Advanced Options

In most cases, you may use the default settings for the Advanced Options.

& The use of SCSI drivers in a Windows XP or Windows Server 2003 virtual machine
requires a special SCSI driver. You may download the driver from the VMware website.

f@m Virtual Machine Wizard ME R

Specifly Advanced Dptions

Wirbual Machine Warsion: 4

Thess advanced optians do not ususlly need to be changed.

Weizard Typs

Specily the advanced cplions lof this vibual disk. These splions do ol noemeally need

Mame and Location Io be changed
[atastore
Guest Operating Swshem Wihaal Device Hode
CPUs |scst o0y =
Mernior
[Mtwor
Lo Adaptesrs
Select o Dish Mada
b m ™ Insdependent
fp'm'_“”_“d F"_Jt"_m’ Independart digks aie nol affected by snapshots.
Read i .
Change:s are immadiately and peemanently weiten to the disk.
e~
Charges to this digk aie discarded when you powe off or ievert 1o the
snapshiol.
J
Help = Back I Mext > I Cancel u
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Verifying the Settings
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www.netdevgroup.com

Review the configuration settings displayed on the page and select Finish.

) Mew Virtual Machine Wizard

M=)

Ready to Conplete Mew Virtual Machine

Wirbual Machine Yersion: 4

Bre these the optiors you wank ba uss?

Peizard Ty When you cick Finish, & task wil be started that vill creste the new vitusl machine,
ﬂl‘ﬂ: Are .5ga | nlx}
g Syshem Pame: WETLAE_SERVER_WHM_?
CPLUs Haostf Chuster: ezl inkranat
Memary REcourcs Poal: REcarces
T Ciabastore: datastore]
pm Guesk O5: Micragaft Windows Server 2003, Standard Edition (32-bit)
g wrtual CPUs: 1
lect o Disk Metmery 256 ME
Digk Copacity MICs: B Wz Summary ore nok Found 50
fudvanced Opbons SCSI Adapber Type:  LST Logic
Ready to Complete Craate disk: N wirtual disk
Disk capacity: & GE
Ciatastore: datastore]
Virtual Devics Nade: SCST (0:0)
Cusk mode: Parsistent

[~ Edi the virtual machine settings before submiting

A Creation of the virtual machine does nok indude any automatic installation of the guest operating
sysbem, You wil reed ba install the guest OF just &= pou would an & new physicsl compuber.

_ <o | o] i!ﬁ

_ v |

Your virtual machine will now be listed in the virtual machine inventory.

P

IFenbory Adrninistration

« » | 7 &

= [El Lesziintranst

METLAE _Server_3_WM_Z2
P Pro Template ¥M

Fil

esHi.intranet YMware ES3 Server 34, 3.5.0, 123629

Getting Started

Summary ! Virtual Machines | Resource Allocation | Per

What is a Host?

A hostis a computer that uses virtualization software, such
< (- e me Lo e

s

|r|:u:|t |

PO FELT | ..__.||_:.___ I e oo e e

& Tasks |
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4.2 Installing a Guest Operating System

After you have configured the virtual machine settings, you must install an operating
system on the virtual machine. Refer to VMware’s Basic System Administration Guide
for ESXi, Chapter 10, Creating Virtual Machines, for details on the procedure to install a
guest operating system.

4.3 Editing the Virtual CD/DVD Device

You may have configured your virtual machine to access a physical CD/DVD drive or
access an ISO image in order to install the guest operating system. In the process, you
may have enabled the Connect at Power On setting. For optimal pod performance,
please verify the Connect at Power On option is Unchecked.

This setting must be edited after installing the guest operating system.

1. From the VI Client, Getting Started tab, select the virtual machine from the
inventory list and select Edit virtual machine settings.

£10.0.0.30 - VMware Infrastructure Client =JoEd
Fie Edit Yew Inwentory Administration Plgrs Hep c
& P &
Inverkony SAdmineiration
« % | m 0 b & H : B &5 =
[ esxtireranet METLAB_Server_3_WM_2
1 ESui W Example for Doc
B Esoti v Example with Mstadaprer I Getiing Starbed el S I o I S L e
@ #P Pro Tampista W What is a Virtual Machine?
A virmual maching is 3 SOMmware computer that, ke a Viruad Machines | Wi
physical computer, runs an operating system and . ""’L
applications. An operating system installed on a virtual 'S
machine is called a guest operating system
Because every virtual maching is an isolated computing 1{I\ -
environmert, yau can use virtual machines as deskiop or .
wiarkstation emdronments, as testing emvironments, or to Host
consolidate server applications
Witual machings run on hosts. The same host can run
mary virtual machines
|
Wi
Basic Tasks VI Client
@ Power on the virtual machine
I (% Edit virtual machine :-ettings.l
< [2]]4 3
59 Tasks 1oal
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Select the CD/DVD drive in the hardware list. Uncheck the Connect at power on box.
This is necessary to prevent the virtual machine from attempting to connect to the ESXi
host’s CD/DVD device, which could result in undesired properties or boot errors. You
may also point the CD/DVD device connection to a unique ISO image on the local ESXi
host. If you choose this option, make sure each VM you create does not point to the
same ISO file. Otherwise, you may see some undesired properties or boot errors.

) METLAB_Server_3_VM_2 - Virtual Machine Properties M=%
Hardware |O|:|I:l:|ns | Fesources | Virbual Machine Warsion: 4 |,
Hardware Summary Device Skatus b
B Memory 256 ME r
W cPus 1 I Cannect at power on |
é Floppry Crive 1 Clienk Dievice
% [dat axtore ] winagpo... Dewice Type
[T Pod1 WLAN 101 ™ Clark Devica
& 5051 Controlier 0 L51 Logic
&= HardDisk 1 Yirtual Disk

" Hast Devics

* Dusbastare 50 fil

[detastaret] wirupaper. so Browas. ..
P
[
~

r

wirtual Device MNode
add... | Rsmove 7= |1DE (0:0) COjoVD Drive L |
Help: [al’s | Cancel |
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4.4 Installing VMware Tools

Installation of VMware Tools is required to ensure optimal performance and proper
NETLAB+ operation.

VMware Tools must be installed after installing the guest operating system (see section
4.2).

Your virtual machine must be powered on to install VMware Tools. Select the virtual
machine in the inventory list, and click Power on the virtual machine on the Getting
Started tab.

< @ esddntranst METLAB_Server _3_¥WH_2
b ES¥i M Example far Doc
{1 ESi VM Example with Netad [EENTA =Tt e, Summaly  Pesfoomance  Events Comcle  Penm
]

Ly =P Pro Templaba WM

What 15 a vVirtual Machine?

Avirtual machine is a sofware computer that, like a Virtual Machines s
physical computar, runs an operating system and <ol
applicatbons. An operating system installed on a wirtual 'S
machine is called a guest operating system

environment, vou can use wirtual machines as desktop ar

warkstation emdronments, as testing environments, or 1o

Because EffEI'f\ﬂrD.IaI machine is an isolated El:lml:ll.ltlng (‘K
e >
consolidate server applicanons

Witual machines run on hosts. The same host can nun
marty wiriual machines

N

Baslec Tasks

 Power on the virtual machine

(% Edit virtual machine sattings

The option to install VMware tools will now be available. Select the virtual machine in
the inventory list, right-click on the page, and select Install/Upgrade VMware Tools.
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File Edit Wiew Inventory Administration  Plugins

i P

[Fvenbony Adrminigtration

4 B

am | [ @‘ = Connect Flappy 1 @ Connect CO/DYD 1 ‘

- [f esxiintranet
s [METLAE Server _3_VM_
51 ®P Pro Template YM

METLAB_Server_3_¥M_2

99 Tasks |

v
Power OFf Cbrl+E ﬂ
Suspend Chrl+Z
Reset cien | TNE SEMERE
b
ot -
Snapshok »

Add Permission, ..

Cpen Consale

Repart Performance. ..

Assuming you have completed the installation of the guest operating system as

IInstaII{LIEErade Wiware Tools I

Edit Settings. ..

described in section 4.1.4, you may proceed with the install of VMware Tools.

@ Install YMware Tools

=%

petformance in your virkual machine,

Inskalling the MMware Toals package will greatly enhance graphics and mouse

WBRMING: ¥ou cannot install the Wrware Tools package until the guesk
operating syskem is running, IF your guest operating system is nok running,
choose Cancel and install the YMware Tools package later.

C=_]

Cancel
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4.5 Setting the Virtual Machine Display Properties for Remote Access

For optimal performance and minimal bandwidth consumption, we recommend using
the lowest possible resolution setting. The use of 800 x 600 provides a good fit on a
typical laptop screen without the need to scroll the display.

It is possible, however, that your applications may require a higher resolution, such as
1024 x 768.

32-bit color is required. Display update problems have been observed with the 16-bit
setting.

The following task assumes a virtual machine running a Windows XP operating system.
Adjust accordingly for other operating systems.

To set the screen resolution and color quality:

Boot the virtual machine.

Right-click on the display and select Properties.

Click on the Desktop tab.

Click on the Settings tab.

Set screen resolution to your desired resolution (800 x 600 is used in this

YV V VYV

example).
Set color quality to 32-bit (required).

A\
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Display Properties l' 5'
Themesl Desktnpl Screen Saver | Appearance  Settings I

!

Diizplay:
[Drefault Monitor] on Yhware SYGA I

Screen rezolution ————— [ Colar gquality

Less J— bore IHigheSt [32 bit]
200 by B0 pisels B BE R |

Troubleshaoat... | Advanced |

] I Cancel | Apply |

3
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4.6 Adjusting Visual Effects

Visual effects must be adjusted to provide minimal bandwidth utilization and to ensure
the responsiveness of the remote experience.

The following task assumes a virtual machine running a Windows XP operating system.
Adjust accordingly for other operating systems.

Adjust the visual effects:

Right-click on My Computer and select Properties.
Click on the Advanced tab.

Click the Settings button for Performance.

Click the Visual Effects tab.

Select the radio button to Adjust for best performance.
Click Ok to accept changes.

YV VYV V VY

Fle Edit  Wiew Favori System Properties | Performance Options

@ Back = | __; & lﬁ:ﬁ Spstem Reston  Visual Effects I.ﬂdvanced Data Execution Preventian |
_ General |

Select the settings wou want to use For the appearance and

Address I@I Desktop performance of Windows on this computer,

You must be logge

‘_—] %J — Perfarmance—— " Let windows choose what's best For my computer
.  adi

My Documents My Compuker Yigual effects, pr Adjust for best appearance

& adjust For best performance

 Custom:

EE— O animate windows when minimizing and maximizing
- User Profiles—— [ Fade or slide menus into view
Dezktop settings [ Fade or slide ToalTips inta view

[0 Fade out menu iterms after dicking

O show shadaws under menus

O show shadaws under mouse painter
[ show translucent selection rectangle
O show windaw cantents whils dragging
System startup, s O slide apen comba boxes

O slide taskbar buttons

M1 Smooth edges of screen fonts

— Startup and Recx

& start| [} Desktop QWL ED 1046 A
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4.7 Disabling the Desktop Background

The desktop background must be set to None to provide minimal bandwidth utilization
and to ensure the responsiveness of the remote experience.

» Boot the virtual machine.

» Right-click on the display and select Properties.
» Click on the Desktop tab.

» Select None for the Background.

| = T

Display Properties

Themes | Desklop | Screen Saver || Appearance || Settings |

i1

- 0
‘_H_
B ackground:
H Browse...

5] Autumn Positian:

|51 Azul

\*d Bliz= i

Blue Lace 16 e

§r~-u-- | M |""

[ Cuztomize Desktop... ]
[ k. l [ Cancel ] [ Apply ]
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4.8 Adding Software Applications

You may now add new software to your virtual machine as required by the lab exercises
you plan to use on your pods.

4.9 Taking a Snapshot of Your Virtual Machine and Managing Snapshots
Each time you make changes or install new applications on a virtual machine, be sure
to take a new Snapshot. Any changes made to the virtual machine by lab users will be
lost when the virtual machine guest operating system reverts to the snapshot:

e At the end of a lab reservation.
e When a user selects Scrub from the NETLAB+ Action tab.

If you do not take a new snapshot after modifying the configuration file, your changes
will be lost the next time the snapshot reverts. Your changes will also be lost if the
virtual machine is not powered off when the configuration file is edited.

DO NOT take a Snapshot of a Virtual Machine when it is either turned on or
suspended. Make sure VM is powered off each time you take a new Snapshot.

With the virtual machine powered off, select the virtual machine in the inventory list
and select the Take Snapshot toolbar button.

|‘_F,.-| 10.0.0.30 - VMware Infrastructure Client

mEx]

File Edit

=

View

Inventory  Administration  Plugins

o

ﬂ esxi,inkranet
G ES¥i ¥M Example For Dac
£ ES¥i WM Example with MetAdapter

[Fvembary Adrninistration
« » n b @ 8 ) @ I

NETLAB_Server_3_¥M_2

Help

Surmmary

1 |[METLAE Server_3_WM_2 |

C3 #P Pro Template M Guest O5: Microsoft Windows Server 2003, 5...
CPL: 1 ¥vCPU
Memoary': 256 MB
Memary Owverhead:  68.36 MB [v]
Fy ] | i [}] £ ] Il | [>]
&7 Tasks oot A
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Enter a Name and Description for your snapshot.

=/oes

%/ Take Virtual Machine Snapshot

—Mame

I.ﬁ.Fter_guest_Ds_install

— Descripkion

Snapshot after inskall of guest 03,

[T Snapshot the virbual machine's memorsy

Ok, Cancel Help

ESXi can maintain multiple snapshots of your virtual machine. Use the Snapshot

Manager to manage snapshots.

@ 10.0.0.30 - VMware Infrastructure Client

] esiintranet NETLAB_Server_3_¥M_Z

51 ESi WM Example far Dac
(1 ESi WM Example with MetAdapter

== PEffarmance s Eventan " Console

[Fetting Started

File Edit Wiew Ioventory Administration Plugins Help
[Fvemtary Adriniztration
@« % n > &8 @ @

51 | METLAE_Server_3_\M_2

ﬁ';l %P Pro Template Y Guesk 05 Microsoft Windows Server 2003, 5...
ZPL: 1 vCPU
Memory': 256 MB
Memary Overhead: 68,36 MB

<]

7 Tasks |

|r|:u:|t A

In this example, we see that three snapshots have been taken of this virtual machine
(after installing the guest operating system, after configuring the remote display

commands, and after installing an application).
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P =}
/) Snapshots for NETLAB_Server_3_VM_2 ME[X

= ﬂl METLAE _Server_3_WM_2 Mame

—i7 After_quest_os_jnskall
—-%1 Configuration commands completed
—-i%) | AFker ¥wire Application Inskalled
(3) ‘Youare here

After ¥wire Application Inskalled

Descripkion

Snapshaot after installing ¥wire application

@0 b Delete Delete Al Edit |

Close Help

Be aware of features available using the Snapshot Manager.

The You Are Here icon represents the current operational state of the virtual
machine. Each time you take a new snapshot, the Current Snapshot state is
updated. NETLAB+ will revert to the current snapshot.

Delete commits the snapshot data to the parent and removes the selected
snapshot.

Delete All commits all the immediate snapshots before the You Are Here current
active state to the base disk and removes all existing snapshots for that virtual
machine.

Go To allows you to select the position of the current operational state of the
virtual machine. You may maintain multiple snapshots and control which
snapshot NETLAB+ will use by using Go To in order to modify the position of You
Are Here, which indicates the current operational state of the VM.
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Example:

A nine-week Advanced IT course is taught where the files and applications required are
different for each 3-week period. Snapshots are created with the appropriate
configuration for each 3-week period. The You Are Here icon is placed at the snapshot
for Weeks 1-3 at the beginning of the course.

At the end of the first three weeks, the Go To command is used to select the snapshot
for Weeks 4-6.

/) Snapshots for NETLAB_Server_3_VM_2 Mi==
—-[f1 METLAE Server_3_WM_Z2 Marne
=gl Advanced IT Wesks 1-3 Advanced IT Weeks 4-6

(3) 'fou are here
=2 Advanced IT Weeks 4-6
fidvanced 1T Weeks 1-

Descripkion

weeks 4-6

Delete | Delete Al | Edit |

Close Help

The position of the You Are Here indicator has been changed. NETLAB+ will now use the
snapshot created for Weeks 4-6.

-

/) Snapshots for NETLAB_ Server_3_VM_2 M=
=1 METLAE_Server_3_WM_Z Mame
=G Advanced IT Weeks 1-3 fdvanced IT Weeks 4-6

=i | ddvanced IT Weeks 4-6

(#) YoOu are here

) advanced [T Weeks 7-9

Descripkion

weeks -6

@0 ko Delete Celete Al

Close | Help
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4.10 Remote PC Settings (for New Pods)

Remote PCs are part of a lab topology, so they must be configured in NETLAB+ when a
new equipment pod is added. All settings (except ID) can be modified later. Remote
PCs are only available in pods where the network topology indicates the existence of lab
PCs.

Remote PC settings will appear in the New Pod Wizard when you add an equipment pod
that supports remote PCs. Each PC has an ID, type, access method, and operating
system setting. All settings (except ID) can be modified later. To modify existing PCs,
skip ahead to section 4.11.

REMOTE PC SETTINGS

PC MARME I PCOIRTUAL MACHIME TYPE ACCESS OPERATING S%STEM
-E_L PC A 15 | SyMware ESH 4.0 [no vCenter] s WHC | WWindows 7 ¥ |
= ABSEMNT
.E_L PC B 16 || Whiware ESii 4.0 [no vCenter) R v windows Server 2003 v
J Whdware ES#i 3.5 U3 o wCenter]

I N=les Whdware Server 2.0 3
— 17 ) Whdware Server 1.0/G5% HHE t Linu b
STANDALOME

> Next | <= Back [£3 Cancel

For PC/Virtual Machine Type, use the VMware ESXi 3.5 U3 (no vCenter) or VMware
ESXi 4.0 (no vCenter). The 4.0 setting is available in NETLAB+ version 2010.R3. If you do
not see this setting (because you are using an earlier version NETLAB+) please select the
ESXi 3.5 U3 setting, even when using ESXi 4.01..

The Access setting, VNC, allows direct access to the PC’s keyboard, video and mouse
using the VNC protocol. This setting cannot be altered when ESXi has been selected as
the PC/Virtual Machine Type.

The Operating System setting specifies an OS for this PC. The availability of a selection
does not guarantee compatibility with all labs.
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NETLAB+ will prompt for additional settings on the next page.

WlARE YIRTUAL MACHIME SETTINGS

PCID P MAME P ADDRESS USERMAME PASSWORD COMFIGURATION FILE
1 -E_I, PC A, 169.254.1.253 nietlab gtrongpassword [datastorel] Pod_4wici=Ppro, v
2 -E_I, PC B 169.254.1.253 rietlab strangpassword [datastorel] Pod_4 Awin2003 vms

3 .E_I, FCC 169.254.1.253 rietlab gtrongpassword [datastorel] Pod_4/0in. v

& Next | <a Back | (3 Cancel |

Each virtual machine requires four ESXi-specific settings.

o The IP Address setting is used to connect to the ESXi host system. This is the IP
address used for KVM and API traffic flow. Use the inside network address of the
VMware server.

e Username specifies an operating system account on the ESXi host system.
NETLAB+ will use this account to login to the ESXi host and control virtual

machines through the VMware API (see section 3.7).

e Password specifies the password associated with the host account (see section
3.7).

e Configuration File Enter the relative path of the virtual machine configuration
file on the ESXi host, including datastore. This file name is typically in the form of
[datastore] <pc name>/<operating system>.vmx.

To find the name of a virtual machine configuration file:

1. From the VI Client, Getting Started tab, select the virtual machine from the
inventory list and select Edit virtual machine settings.
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E 10.0.0. 30 - VMware Infrastructure Chient

Fie Edt Wew Inventory Adminisgtration Plgins Help

=] e

« ¢/mn b BB $

I[ esxiirkranat
B E v Example for Doc

1 ESi W Example with MatAdapher
E' AR

£l #F Fro Templaia WM

£ | M

METLAE_Server_3_¥M_Z

What Is a Virtual Machine?

A wirtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtuzl
maching is caled 3 guest operating system

Wirtual Machines

Because every wirtual machine is an isolated computing
environment, you can use virtual machines as desklop or
wiorkstation emdronments, as testing emdronments, or to
consolidate server applications

Witual machines run on hosts, The same host can run -
mamy wirtual machines

Basic Tasks

VI Cliedit

¥ Power on the virtual machine

Fin Edit virtual machine settings I

[2]]4 |

£ Tashs |

close =

2. Select the Options tab to display the Virtual Machine Configuration File.

r

@n ER_3_VM_2 - Virtual Machine Properties

=5

ETLAE_SERY

Hardware || Wirtwal Machinea Yersian: 4 ¢
General Opticns NETLAS SERVER_. | | [METLAB_SERVER 3 YM_2
Wiebasare Tools System Defaulk -
Pawer Management Susperd m
Audvanced [[dkastore1] NETLAB_SERVER_3_\M_2/NETLAB_SERVER _3_Y¥M_2.
General Normal
CPLIND Mask Expose Mx flagto .., - Wirtusl Machine Werking Location
Boak Optians Deslay 0 ms SERVER
Paravirtualization Ciszblad ':d B SEES
Flre Channel MOTY Nare :
Virtualized ML fwtomakic [ Guest Cperating System
Swapfile Location Lise d=fauk ssttings 1 Microsoft Windows
T Linu
T novall Netwars
™ Solaris
" Other
Wersian:

[Mi\:rnmﬂ: Windaws Sarver 2003, Standard Edition (32-bit)

_ e |

Carcel |

A
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& You can copy and paste the full pathname of a VM Configuration file from the VM
configuration screen into the NETLAB+ virtual machine settings Configuration File Name
field.

The use of relative path names is specific to ESXi and VMware Server 2.x. VMware
server 1.0 and GSX require absolute path names. If you are upgrading from VMware
Server 1.0 or GSX, you must change your configuration file path names to use relative
path names, as shown in the example above. Please refer to Appendix C for details on
upgrading to VMware ESXi.
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411 Modifying PC Settings

To modify PC settings, or convert an existing PC to use ESXi:

1. Take the pod offline.
2. Select the PC from the Pod Management page.

Pl 1 - PCz AND SERVERE  (click the GO buttons to reconfigure)

G0 [ AME PZID STATU= TYPE ACCESS  CORMTROL P CPERATIMG S STEM

C%l E_' PCla | 200 | ORLIME | %hWWARE Server 1.0055K WG 10.0.0.26 Windowes XP

C%l E_' PC1b | 201 | OQRILINE WRWARE Server 2.0 WS 169.254.0.250 Windowes XP
E' P2 202 | ObLIME SBSEMT MULL

gl =_"

C%l E_' Piz3 203 | OMLIME WhMAARE ESHI 3.5 US WG 10.00.30 Windows HP

3. Change Type to VMWARE ESXi 3.5 U3 (if it is not the current setting).
4. Specify the VMware settings (described in section 4.10).

FC D 203

PC Name gj PC3

Type Wi ARE ESxi 3.5 L3 V|

Yhlware Host 1P Address 10.0.0.30

YWhtware Host Llsername netlakb

“hitware Host Password strongpassward

“hitware Guest Configuration File || [datastorel] =F Fro Template Wh/<F Fro Template Whd wn
“ilware Guest Operating Systermn || 'Windows xF w

Yilware Guest VNG Settings

Access Method
Admin Status
Cptions

RemaoteDisplay.vnc.enabled = "true”
RemoteDisplay.vne.port = "5103"

VNG [v]
ONLINE [+

[¥] revert to snapshot during scrub operation

If you want NETLAB+ to return the PC to a clean state after a lab reservation, make sure

“revert to snapshot” is checked.
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412 Configuring Remote Display Options

To allow NETLAB+ users to access the keyboard, video, and mouse of a virtual machine,
you must add two RemoteDisplay statements to the virtual machine’s configuration file.

1. Access the detailed remote PC settings from the NETLAB+ Pod Management
page (as described in section 4.10).

2. Obtain the VMware Guest VNC Settings (automatically computed by NETLAB+).
The settings for this example are highlighted in the picture below (your settings
will vary).

FC D 203

PC MName gj PC3

Type Wi ARE ESxi 3.5 L3 ™)
Yhlware Host 1P Address 10.0.0.30

YWhtware Host Llsername netlakb

“hlware Host Password strongpassword

“hitware Guest Configuration File || [datastorel] #F Fro Template Yh<F Fro Template “Whd wn
Whlware Guest Operating System || 'Windows =F V

Yhlware Guest WNC Settings

Access Method e
Admin Status OMLINE [+

Options [¥] revert to snapshot during scrub operation

3. From the VMware management console, make sure the PC is powered OFF or
suspended.

4. Access the Edit Settings for the virtual machine. On the Options tab in the

Advanced section, select General. The Configuration Parameters button will be
displayed.
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() NETLAB_SERVER_3_VM_2 - Virtual Machine Properties

Paravirtualization
Fiore Channed NPTY
irtualtzed MU
Swapfile Locstion

Automatic
Lise defaulk ssttings

Wirbwal Machine Yersion: 4

Hardware Rmm |
Settings | Summary [ Settings
Ganaral Opbons METLAS_SERVER_... I Dizabls acceleration
Wiebasare: Taols Syskem Defaulk
Pawer Managerment Suspend v Enable legging
| Debugging and Statistics
% Run narmalky

" Record Debugging Infoemation
" Record Statistics
(" Record Seatistics ard Debugging Infarmation

[ Corffigurstion Peramekers

ick the Cenfiguration Parameters button ba edit the
atvanced corfiguration settings.

Configuration Parameters, ..
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6. Add the two VMware guest VNC settings as configuration parameters.

@ Configuration Parameters

Maodify or add configuration parameters as needed for experimental features ar as instrucked by technical
support, Entries cannot be remowved.

Mame s | Malue

deploymentPlatform windows

nvram METLAE_SERWER._3_WM_2.nwram
snapshiok, ackion keep

virkualHwW , produckCampatibility hiosted

wrware, tools . internalversion -1

vrware, kaols requiredwersion T30z

wrmare, bools installstake none

vvware, tools, lastInstallSkatus, res,.,  unknown
Femotelisplay.vnc.enabled
Rematelisplay, vnc, park

:{ 1M

(] 4 | Cancel | Help |

Y

7. Take a new snapshot of your virtual machine (see section 4.9).

If you do not take a new snapshot after modifying the configuration file, your changes
will be lost the next time the snapshot reverts. Your changes will also be lost if the
virtual machine is not powered off when the configuration file is edited.
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413 Verify the Virtual Machine

After your virtual machine is configured, perform the following tasks to verify the APl is
functioning.

The Pod Test only verifies the remote display parameters and the function of the
VMware API. The Pod Test does not test network connectivity to networking gear such
as routers, switches and firewalls. The process required to bridge your virtual machines
to real networks and real lab equipment (such as routers, switches, and firewalls) is
described in detail in Part 5.

METLAB+ 2009.R1

Admin
TESTIMNG POD S
DEVICE TPE TE=T STATUS DETAILE
.E_L Standalone PO Whiveare ESXi 3.5 3 D PASSED 1 test(s) pazsed, device looks good

PoOD TEST LOWG

[00:18] POD 5 PASSED
[00:15] PC1Y: Testing virtual maching and Yhware WK AP - PASS
TESTING POD 5, Standslone Computer Pod, Support for 1 PCL

1. Run a pod test. NETLAB+ will check your settings and verify that the APl is
working.
Bring the pod back online.
Login to an instructor account and create a lab reservation to test your virtual
machine(s).

4. On the Status tab, your virtual machines should be online.

Topology Action Status Connections Load Save Exercise

Fawer

ROUTER1 Cisco 2B21XM O OM 1 boating the device
ROUTERZ Cisco 26214M O ON 1 booting the device

BB Wiindows XF (D ON O online

FC 1 not implermented in this pod
IS 1 not implermented in this pod
PC 2 not implemented in this pod
1= 2 Windows XF (O OM O online

Click an the device name to open a connection
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5. Open a connection to the PC by clicking on the device in the topology tab, status

tab, or connections tab. This will bring up the NETLAB+ Remote PC viewer
(assuming you have Java installed).

4

My Documents

./

My Corpuker

Internet
Explarer

N  Standalone PC O Winco

Connected
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6. Test the VMware API. Power off the machine from the Action tab.

MyNETLAB Logout ‘i) janedoe
I'M DONE

Topology  Action Status Connections Load Save

ACTICN

ACTION OM EMTIRE POD
—select— R

R Cigco 2601 —select—
R2 Cisco 2501 —select—
R4 Cisco 2601 —select—
PCla Windows XP  [—select—
FPC1b  Windows XP

[<I*][*][%]

power off

For automated operations to ]
P scrub device
lab routers, switches, and firewar=

use the following passwords for

console: cisco enable secret: class

If you had a connection open, it should drop. If you reconnect, NETLAB+ should know
the PC is powered off (by obtaining the status of the virtual machine via the VMware
API).

Ll pPc1a

CONMNECTION FAILED

The PC is turned OFF.

& Power OMN the PC from the Action tab,

&5 Try Again | [ Close This Window

7. From the Action tab, power the virtual machine back ON. Wait a minute for the
machine to startup. You should now be able to reconnect.
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8. Test the scrub device/snapshot feature. Make some changes to the PC (i.e.
move some icons around and create some files). Select Scrub Device on the
Action tab. The PC will reboot and your connection will drop (this is normal).
Wait a minute for the machine to restart. You should now be able to reconnect,
and your previous changes should be gone.
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Part5 Connecting Virtual Machines to Real Lab Devices

This section focuses on the establishing communication between virtual machines and
lab devices in the topology. You can skip this section if your virtual machines do not
need to communicate with lab equipment and/or external networks on separate VLANS.

Virtual LANs (VLANSs) are used to bridge your virtual machines to real lab equipment
(such as routers, switches, and firewalls). These VLANs are implemented on control
switches and managed by the NETLAB+ software.

[

L .0 O I S ——— o e e B B e :____:_____
VLAN1 ======- B e T m———— m——t————
I KVM, APl 1 ] !-
Inside “Eﬁ ! ; ! :
(control) - | il |
VLAN1 | VLAN1 ; B ] -
169.254.0.254 | 1692540250 + |2 | '
Ll L]

outside *

1

1

User Traffic |

1

1

Outside -
(public) '
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The following objectives will make more sense after you have added a new equipment
pod.

Objectives
o Determine which VLAN numbers are used by your pod.
e Create the proper VLAN adapter.
e Bind each VLAN adapter to the Inside Interface.
e Take a final snapshot to save changes made to the VM configuration.

5.1 Determining Which VLAN Numbers Are Used by Your Pod

The VLAN adapters you must create for you virtual machines will vary based on which
pods you have added to your NETLAB+ server.

A VLAN Pool is the consecutive range of VLANs used by NETLAB+. Each pod has a unique
VLAN pool and the actual VLAN numbers will be unique for each pod. You must
determine which VLAN numbers used by NETLAB+ must be trunked to the VMware
host.

There are resources available to assist you in determining which VLAN numbers are
used:

e Ifyou are implementing a standard NETLAB+ Academy Edition” pod, you may
refer to the Configuring VMware and Virtual Machines section of the
appropriate pod-specific guide to obtain this information, including the VLAN
Offset Reference Table specific to your pod. The examples in the subsections
below provide more detail regarding this process.

e |[f you are implementing a custom pod design, consult with the individual who
created the pod design and refer to the Pod Design Theory section of the
NETLAB+ Pod Design Guide for additional information.

ESXi virtual network adapters and virtual LAN adapters are used to connect virtual
machines to the pod. Each VLAN adapter will be connected to the virtual switch
configured for the inside interface. Depending on the pod design, some virtual
machines may share the same VLAN.
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5.1.1 Determining VLANs Example 1 — Cuatro Router Pod

In this example, we see that a Cuatro Router Pod requires 8 consecutive ports on a
supported control switch.

Base CONTROL SWITCH

Port

Any Reserved Port
+0 +1 +2 +3 +4 +5 +6 +7

Trunk

A B c/lp|eEF 6 H e G R IR (R

VMware
Server

Ports are labeled +0 to +7 in the diagram and are relative to the base port. Using SNMP,
NETLABAe will automatically setup VLANs and configure ports on the control switch.
These VLANSs are depicted as letters “A” through “H” and represent one subnet in the
topology. Each NETLAB4e pod has a unique VLAN pool and the actual VLAN numbers will
be unique for each NETLABA pod.

Step 1. Determine the Base VLAN for the pod.

The base VLAN and VLAN pool numbers are displayed on the Pod Management page in

the Control Switch table. Please see the Verifying Your Settings section of the NETLAB+
Administrator Guide for details on accessing the Pod Management page to find the base
VLAN number for your pod.

An example of the VLAN pool information available on the Pod Management page. In
this example, pod 7 uses VLANs 160-167. The base VLAN is 160. Your VLAN numbers
will vary.

POD 7 - CONTROL SWTCH
SWITCHID | POD PORT RANGE | BASE WLAN | WLAN POOL
:: 2 1-8 I 160 160-167
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Step 2. Determine the actual VLAN number for each virtual network.

Add the base VLAN to the offsets in the table below. In this example, the VLAN Offset
Reference Table from the NETLABr Cuatro Router Pod Guide is used. Consult the
appropriate pod-specific guide to obtain the information for your pod.

Using ESXi, all VLAN adapters will be connected to a single virtual switch. The
information in the Virtual Switch (VMnet) column is relevant only when using VMware
Server 1.0/GSX and VMware Server 2.0.

The base VLAN value used below (160) is an example, the base VLAN of your pod will
vary.
VLAN Offset Reference Table — Cuatro Router Pod

. Virtual
Virtual . Offset
Machines Switch (add to base VLAN) Actual VLAN Example
(VMnet)
PCla R1
PC1lb VMnet +0 = 160 + 0 =160
PC2 R2 = _
VMnet +2 — 160 +2 =162
R3 _ -
PC3 VMnet +4 = 160 + 4 = 164
R4 = _
PC4 VMnet +6 160 + 6 = 166

In this example, we have determined that we must create VLAN adapters for VLANs 160,
162, 164, and 166.
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5.1.2 Determining VLANs Example 2 — Cuatro Switch Pod

In this example, we see that a Cuatro Switch Pod requires 4 consecutive ports on a
supported control switch.

CONTROLSWITCH

Any Reserved Port

Trunk
pot — B A

DLS1 DLs2
VMware
Server

Ports are labeled +0 to +3 in the diagram and are relative to the base port. Using SNMP,
NETLABAe will automatically setup VLANs and configure ports on the control switch.
These VLANs are depicted as letters “A” through “D” and represent one subnet in the
topology. Each NETLAB4e pod has a unique VLAN pool and the actual VLAN numbers will
be unique for each NETLAB4e pod.

Step 1. Determine the Base VLAN for the pod.

The base VLAN and VLAN pool numbers are displayed on the Pod Management page in
the Control Switch table. Please see the Verifying Your Settings section of the NETLAB+
Administrator Guide for details on accessing the Pod Management page.

An example of the VLAN pool information available on the Pod Management page, your
VLAN numbers will vary.

FoD 10 - COMTROL SWITCH

SWTCHID | POD PORT RANGE BASE WLAN | wLAMPOOL
—
—K 912 190 190-193

In this example, Pod 10 uses VLANs 190-193. The base VLAN is 190.
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Step 2. Determine the actual VLAN number for each virtual network.

Add the base VLAN to the offsets in the table below. In this example, the VLAN Offset
Reference Table from the NETLABr Cuatro Switch Pod Guide is used. (Consult the
appropriate pod-specific guide to obtain the information for your pod).

Using ESXi, all VLAN adapters will be connected to a single virtual switch. The
information in the Virtual Switch (VMnet) column is relevant only when using VMware
Server 1.0/GSX and VMware Server 2.0.

The base VLAN value used below (190) is an example, the base VLAN of your pod will
vary.
VLAN Offset Reference Table — Cuatro Switch Pod

M\alllcr:mlljr?les V”t(l\J/?\;r?:StCh (add toC:)f;Ss?atVLAN) Al LA Sl
Host A ALS1 VMnet +0 = 190 + 0 =190
Host B ALS 2 VMnet +1 = 190+1 =191
Host C DLS 1 VMnet +2 = 190 +2 =192
Host D DLS 2 VMnet +3 = 190 + 3 =193

In this example, we have determined that we must create VLAN adapters for VLANs 190,
191, 192, and 193.
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5.2 Creating VLAN Adapters using VI Client

Based on the VLAN numbers identified in the previous section, follow the steps
described in the subsections below to create each of the VLAN adapters required.
You will create a VLAN sub-interface on the Inside Physical Interface (container
interface). Begin by selecting Add Networking to start the Add Network Wizard.

esxiintranet YMware ESX Server 3i, 3.5.0, 123629

Getting Started - Summany L Yirtual Machines ale= ([ mE == Configuration

Metworking Refresh

5.2.1 Selecting the Virtual Machine Connection Type

Use the Virtual Machine connection type for your VLAN adapter.

(22 Add Metwork Wizard M=) %

Conmection Type
Neatwiorking hardeare can ba partiioned bo accommodate each servics requiring conneckidty,

Connection Type
P Connectian T

Carneckian S=ttngs

 Wirtual Machine
5 ba handle virtual maching network traffic.

Summary

T wkernel
The YMkernel TCRIP stack handles traffic for the Following ESK services: Yikare Weiation, ISCS], NFS and
sk management,

mpl coack [ ez | canca |

A
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5.2.2 Selecting the Network Adapter

The VLAN adapter must be assigned to use the same virtual switch as the Inside
Interface (section 3.6.2.2) and placeholder VLAN3 (section 3.6.3.3). In this example,
vmnicl was selected for the Inside Interface.

Using ESXi, all VLAN adapters are added to the same virtual switch as the Inside
Interface.

The selection and number of network adapters on your system will vary depending on
your hardware selections.

| had Hetwork Wizard A= x|

¥irtual Machines - Metwork Access
wirtual machines reach ntweorks through uplink adapters attached bo virtual seikches,

Connection Type Salack which wirtual switch will hande the network raffic For this connection, You may ako create a new virtual switch
Fetwork Acoess using the unclaimed network, adapters listed below,

Cannection Settngs

7 Create a virtual switch
F BB wmnic2 dowm
I B wmnicl dowm

AUy

T Use vSwitch

I~ BB wmnicd 1000 Ful 10,0.0,1-10,0,0.254
* Use vGwitchi
e whiniC 100 Ful -
Provvies:

Wirtual Machive Post Grog — - Physicsl Adapren e
Virtual Machine Netwaork. -2 +0B vionicl
artual Plachive Poet Gevup
YLANG Flacehalder 2 .

YLAN 3

Wikemel Post
Urkagged NETLAB Irside Irberfa,,. )

169.254.0.251

Help = Back I Mext = I Canical
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5.2.3 Selecting Connection Settings

Use a descriptive name such as Pod id + VLAN number as the Network Label. Enter the
VLAN number as the VLAN ID.

In this example, the network adapter was assigned a Network Label of Pod 1 VLAN 100.

£ Add Metwork Wizard =J2Ed

¥irtual Machines - Connection Settings
Ltsia mabvaceks labeds ko identify migrabon compatible connections common bo bwo or more hasts,

Connection Type Part Graup Propertiss
Metwork Sccess
Connection Sektings Netwark Label: Fodl YLAMN 100
ammary VLAN TD {Optianal): 100 =l
Frevisg:
wirtual Machieg Poet Gro - Physical Budaptees
Podl ¥LAN 100 & « 0@ vnicl
VLAN 100
Wirtual Machive Post Grog
WLANI Flacshalder 2 4

YLAN

Widkemel Post
Urkagged NETLAB Irside Trberfs,, @)
169.254,0.251

H Help I = Back I Mext 2 I Cancel

5.2.4 Finishing the Configuration of the VLAN Adapter

Select Finish to complete the configuration process.
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& Add Metwork Wizard

M= X

Ready to Complete
werify that all new and modified virbual switches are configured appropriately,

Connection Tyvpe
Metwork Access

Host networking will include the Following new and modified vSwitches:

Previg:
Conneckion Settings
Summar Wirtual Machine Port Group — - Physical Adaptars
i Fodl YLAN 100 Q. B vmnicl

WLAR 100

“irtual Machine Part Group

WLANS Placeholder gd
WLAM 3

Wkemel Port

Untagged NETLAE Inside Interfa, .. g4

169.254.0.251

Help |

= Back |I Finish Il Cancel I

The VLAN adapter is now displayed on the networking page, on the same virtual switch
as the Inside Interface and placeholder VLAN3. Return to section 5.2 and repeat this

process for each VLAN adapter necessary for your system.

esxiintranet ¥Mware ESX Server 3i, 3.5.0, 123629

Configuration

Getting Started ' Surnmary - Wirtual Machines Performance
Metworking Fefresh
Wirtual Switch: wSwitcho Remove...  Properties...
WhMkemel Port Physical Adapters
Managernent Mebwork ﬁ Ef vmnico 1000 Full | 3
10.0.0.30
Beirtuial Switch: wSwitch 1 Remaove...  Properties...
Virtual Machine Port Group — - Physical Adapters
"I podt yLan 100 oEH vmnicl 100 Full 2

B |1 wirtual machine(s) | YLAM I0 100
¥P Pro Template Y
Virtual Machine Port Group

YLANT Placeholder
1 wirtual machineds) | YLAM ID 3

ES¥i WM Example with Netadapte. .. @

M

Whkemel Por
= Untagged METLAE Inside Interfa. ..
169.254.0,251
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5.3 Configuring Virtual Machines to use the correct VLAN Adapter

Each virtual machine must be configured to use the appropriate VLAN adapter. Recall
from section 4.1.7 that virtual machines were initially assigned placeholder VLAN3 as a
network adapter. This setting must be edited for each VM, from the selection of VLAN
adapters created in section 5.2.

1. From the VI Client, Getting Started tab, select the virtual machine from the
inventory list and select Edit virtual machine settings.

£710.0.0.30 - VMware Infrastructure Client =%
Fie Edit Wiew Iowertory Administration Plgirs Hep c
Irwearione Adminiziration IE
« & ||m 1l p & H z B &R a
[l =siirtzaret METLAB_Server_3_VM_2Z
B E0 v Exanple for Doc
) ES:ti WM Example with MetAdapher ELOGRETE G, Summay  Pedomance  Events  Console  Pemissions
£ #F Fro Template VM What is a Virtual Machine?
.
Avirtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and . \‘!\,
applications. An operating system installed on a virtual 'S
machine is called a guest operating system
Because every wirtual machine is an isolated computing 4 . >
environment, you can use virtual machines as desklop or ., o
workstation emdronments, as testing emdronments, or o : Host
consolidate server applications
Witual machines run on hosts, The same hiost can un
many virtual machines
|
Wi
Basic Tasks VI Client
@ Power on the virtual machine
I (@ Edit virtual machine settingsl
£ []] 3
£ Tasks ioal
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2. Onthe Hardware tab, select Network Adapter 1. Replace the current Network
Connection of VLAN3 Placeholder with the appropriate VLAN adapter for this
VM. Refer to section 5.1 to verify the appropriate VLAN adapter selection for

the VM.
) METLAB_Server_3_VM_2 - Virtual Machine Properties M=)
Hardware l§l options | Resources | Wirbual Machine Yersion: 4
Hardware Summary Device Skatus
B Memary 256 ME r
@ cPus 1 ¥ Cannect at power on
é Floppry Drisee 1 Clienk Device
i L i Adapter Type
B metwork Adapter 1 WLAMS Placehiolder Current sdapbar: Flasible
) T man
& HardDisk | ¥irtual Disk MAC Bddraes
% Automatic ™ Manual
Netwiork Connection
Netuerk label: |Ped1 vLAR 100 x|
Prod WLAR 104
WLAND Flacehalder
Podl WLAN 100
Podl YLAN 101
Add... | Ramoe
Help oK Cancel |
A

3. Your VLAN adapter selection is now shown on the Hardware tab.

Hardware | options I Resources I

Hardware | Surmmary
Merniory 256 ME

B CPUs 1

& Floppy Drive 1 Client Device

el Clisct Device

EF Metwork Adapter 1 Podl YLAN 101
= Hard Disk 1 Wirkual Disk.

4. Take a final snapshot of your virtual machine (see section 4.9).

10/22/2010 Page 101 of 128



N/ DG

NETLAB+ Remote PC Guide for VMware Implementation Using ESXi Version 3.5/4.01 www.netdevgroup.com
5.4 Deleting the Placeholder VLAN 3

Recall from section 3.6.3 that VLAN 3 was created as a temporary placeholder. This
placeholder was necessary since at least one VM network connection type must be
present prior to adding your first virtual machine. In section 5.3, each virtual machine
was configured to use the appropriate VLAN adapter. Placeholder VLAN3 is no longer in
use and may now be deleted.

1. Select the option to display the Properties for the virtual switch of your Inside
Interface.

esxi.intranet YMware ESX Server 3i, 3.5.0, 123629

Getting Started ' Summary ! Yirtual Machines - Resource Allocation ! Performance - Ml Ely
Metworking
Wirtual Switch: vSwitcho Remaove...  Properties...
Whkemel Port Physical &dapters
"I Management Network & Ej wmnicl 1000 Ful | 3
10.0,0,30
Wirtuial Swikch: wSwikch1 Remove... EmpertiES- "
Virtual Maching Port Group —— - Phrysical Adapters
"1 pad1 vLaN 104 e oEF wmnicl 100 Full |03
B |2 virtual machine(s) | YLAM ID 104
#P Pro Template YM L3
ESwi WM Example with NetAdapte.., [
Wirtual Machine Part Sroup
" yLanE Placeholder @ 3
YLAN 3
Whkemel Port

= IUntagged METLAE Inside Interfa... g-n-
169,254.0,251

Virtual Machine Port Group

1 podt wLan 100 Qo
VLAM 100
Virtual Maching Port Group
" padt wLan 101 Q4
B |1 virtual machine(s) | YLaMN ID 101
METLAE Server_3_WM_2 h
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2. Select VLAN3 Placeholder from the list displayed on the Ports tab and click
Remove.

@ viwitch1 Properties

Farts l Metwuork .-'-‘-.dapters]

Configuration Surnmnary
wamitch 56 Ports
Podl WLaM 104 Wirtual Machine Port Group

WLAM3Z Placeholder  Wirtual Machine Port Group
Unkagaed METLAE... YMakion and IP Storage Pork
Pod1 WLAR 100 Yirtual Machine Port Group
Podl WLAM 101 Yirtual Machine Port Group

[P

< | 1 | [

3. Select Yes to confirm the deletion.

- |

Confirm Remove -

L] "_.,‘ Are you sure vou wankt to remowve YLAMS Placeholder?
L]

Yes | |

10/22/2010 Page 103 of 128



N/ DG

NETLAB+ Remote PC Guide for VMware Implementation Using ESXi Version 3.5/4.01 www.netdevgroup.com
Part 6  Verifying Connectivity and Troubleshooting

This section provides guidance on common troubleshooting issues associated with the
implementation of ESXi with NETLAB+ and guidance on verifying connectivity after
installation. Please review the material in this section prior to contacting NDG for
customer support (see Appendix B).

Objectives

e Verifying connectivity between virtual machines and lab gear.

e Reviewing and/or modifying virtual machine settings for existing virtual
machines.

e |dentify and resolve the most frequently encountered issues.

6.1 Verifying Connectivity Between Virtual Machines and Lab Gear

We strongly encourage verifying the connectivity between your virtual machines and lab
gear after completing the processes outlined in Part 5, using the method described in
this section.

The troubleshooting methods shown here can also aid you in determining why a remote
PCin a NETLAB+ pod is having network connectivity problems.

Verify that your pod is online (see the Equipment Pods section of the NETLAB+
Administrator Guide) and that the pod passes the pod test (see section 4.13).

The example below illustrates a NETLAB,: BRPv2 topology installed as Pod #5 on Control
Switch #4:

BRPv2 Lab Device Device Port Control Switch #4 Port NETLAB+ Pod VLAN

Router 1 fa 0/0 fa O/1 140

fa 0/1 fa 0/2 141
PCla virtual NIC fa 0/23 140
PC1b virtual NIC fa 0/23 140
Router 2 fa 0/0 fa 0/3 142

fa 0/1 fa 0/4 143
PC2 virtual NIC fa 0/23 142
Router 3 fa 0/0 fa 0/5 144

fa 0/1 fa 0/6 145
PC3 virtual NIC fa 0/23 144
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In order to test the connectivity between remote PCs and neighboring lab devices, using
the above example, you may follow these steps, using an Instructor Account (see the
Manage Accounts section of the NETLAB+ Administrator Guide).

1. Make a lab reservation.

2. Configure IP addresses on the remote PCs and neighboring lab devices you will
be testing.

3. Inthe example above, PCla and PClb should share the same VLAN adapter, so
they should be able to ping each other. If they cannot ping each other, then you
should review the following:

e \What VLAN adapter are PCla and PC1b using? (referto 5.3).

e Isthere afirewall installed or enabled on the virtual machine?

4. To verify the connectivity between remote PCs and neighboring lab devices, you
should test the following:

e Ping from PCla to R1 and vice versa.
e Ping from PC1lb to R1 and vice versa.
e Ping from PC2 to R2 and vice versa.
e Ping from PC3 to R3 and vice versa.

5. If you can ping from a remote PC to a neighboring lab device, but cannot ping
from the lab device to the remote PC, then you may want to determine if there is
a firewall installed or enabled on the virtual machine.

6. If any of the tests from step 4 completely fail (you cannot ping from remote PC
to neighboring lab device and vice versa), then you will need to analyze the
network traffic on the control switch. Using the above example, perform the
following steps:

e Connect a PC or terminal to the console port of the control switch.

e Type “show vlan” or “show vlan brief” to view the VLAN status on the
control switch.
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The control switch console password is router. The enable secret password is cisco.
These passwords are used by NETLAB+ automation and technical support - please do
not change them.

NETLA

NETLAE 12

NETLAE_ 13

NETLAE 140
NETLAE 141
HNETLAE 147
NETLAE 143
NETLAE 144
HETLAE 145

During a lab reservation, you will notice the active lab ports and their
VLAN assignments. From the example above, Pod #5 is a BRPv2 installed
on ports fa0/1 through fa0/6 on Control Switch #4. The base VLAN for
this pod is 140.

e On the control switch, type “show interfaces trunk” to view the trunk
information.
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netlab-csd4ffshow inter

Mode

ve 1n management domain

in spanning tree forwarding state and not pruned
Z,144

This command will reveal whether or not you have properly configured the
control switch port that connects to the VMware trunking port. The
following shows the proper configuration for the example above on port 23
of Control Switch #4.

netlakh—:
Euilding

FastEthernet
ription to

ritchport : dotlog
i hport t ; wlan 140,142,144
ritchport tr pruning wvlan none

t mode trunk
C nonego tiate

end
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e On the control switch, type “show mac-address-table dynamic”. Use the
MAC address table to verify: 1) whether the MAC addresses of the
remote PCs are in the table and 2) if these MAC addresses are in the
correct VLANSs.

s-table dynamic

Total Mac

7. If any of the tests from step 4 completely fail (you cannot ping from the remote
PC to a neighboring lab device and vice versa), and the MAC address of a remote
PCis either:

a. Notin the correct VLAN or

b. Does not show up in the control switch MAC address table, then please
review the VLAN and settings for your NETLAB+ pod very carefully. Refer
to Part 5 for complete details.

Possible error conditions include:
e Anincorrect VLAN ID was entered when creating a VLAN interface.
e No VLAN or an incorrect VLAN was mapped using VI Client
e The control switch port (for the Inside Connection) is not trunking or not
allowing the correct VLANS.

If you are in the process of installing a new NETLABe pod on your NETLAB+ system,
please return now to the respective pod-specific guide for your pod. The final chapters,
Testing the Pod, and Finishing Up provide details that will allow you ensure your pod is
installed properly and ready for use.
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6.2 Review and Modify VM Settings For an Existing Virtual Machine

Section 4.1 outlined the creation of new virtual machines using the VI Client. This
section describes how to verify and/or modify the VM settings of an existing virtual
machine for integration with NETLAB+.

From the VI Client, Getting Started tab, select the virtual machine from the inventory
list and select Edit virtual machine settings.

£710.0.0.30 - VMware Infrastructure Client =%
Fie Edit Wiew Iowertory Administration Plgirs Hep c
T & &
Irvearione Adminiziration
« % ||m 0 P & H 2 B &R a
| esiniranet METLABE_Server_3 ¥ _2Z

£ E=ti v Example for Doc

£ ESti WM Example with MetAdapher ELUGRTE L, Summay  Pedomance | Eventy  Congole  Pamissions
£l XF Fro Template WM

What is a Virtual Machine?

.
Avirtual machine is a software computer that, like a Wirtual Machines
physical computer, runs an operating system and . \‘!\
applications. An operating system installed on a virtual 'S
machine is called a guest operating system
Because every wirtual machine is an isolated computing 4 ; ”
- b Host

environment, you can use virtual machines as desklop or
workstation emdronments, as testing ervironments, or 1o
consolidate server applications

Witual machings run on hosts. The same host can run
many irtual machings

Wl

Basic Tasks VI Client

@ Power on the virtual machine

I % Edit virtual machine settingsl

£ [#]] 4 L3
Tasks 1ol
#

The current hardware settings, including the Network Adapter are available on the
Hardware tab. See section 5.3 for details on selecting the network adapter.

The settings shown are for example purposes only, your settings will vary.
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]

M=%

) METLAB_Server_3_VM_2 - Virtual Machine Properties

| Resources | Virtual Maching Varsion: 4

@ Memary 56 MB | Cornected
B crus 1 [W Connect at power on
& Fioppy Crive 1 Chient: Device :
£y CoovDDrivel Clisnk Device Adapter Type
BB Metwork Adapter 1 Pad1 WLAN 101 ey Facelble
3 5C51 Controlier 0 L51 Logic |
= HardDisk 1 Virtual Disk, MAC Addrass

0 futomatic  Manual

— Natwork Conmecton

Netweek label: [Pod1 wan 101 £

__ b | oK Corcel |

Verify that the Connect at Power on setting of the CD/DVD drive is Unchecked. You
may also point the CD/DVD device connection to a unique ISO image on the local ESXi
host. If you choose this option, make sure each VM you create does not point to the
same ISO file. Otherwise, you may see some undesired properties or boot errors.

) NETLAB_Server_3_VM_2 - Virtual Machine Properties

= oS

Wirbwal Machine Yersion: 4
fi

Hardware: | Summary Device Status
Bl mesmary 256 ME I Connested
| crus | [~ Connect at power on
& Foppy Drive 1 Chienk Device :
L ¥ d Diewice Type
Padl WLAN 101 ™ ank Devics
& 5Cs1 Controler 0 L1 Logic Fiate: Ta connect this devics, vou mustk poser an the
= HardDisk 1 Wirtual Disk, wirtual maching and then dick the Connect CDyDVD
bosktian in the boolbar
" Host Devics
I+ Dasbastore 150 fil
||_'-:Iel:,asmr91] wirizpaper. Bo Browse. .
= [¥iade
' passthrough IDE (recommended)
r Comnect exclasteel v B s wirtuel m L
€ Emmilete IDE
—Wirtual Devics Mode
add... | Remowe | 1DE (0:0) COJDVD Drfve 1 =]
Help oK | Caresl |

A
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The settings on the Options tab include the Virtual Machine Name, Configuration File,
and your selection of guest operating system.

The file names shown here are for example purposes, your selections may vary.

() METLAB_Server_3_VM_2 - Virtual Machine Properties M= %]
w | “irbual Machine Yersion: 4
Genaral Opaons NETLAS Server_3_... JNETLAB Server_3_w_2
Wikasare Tools System Defaulk
Pawer Management Standby Wirtual Machine Configuration Fie
Audvanced tdltﬁtnrl:l] METLAS_ Server _3_W_2/METLAE Server 3 _WM_2.wr
General ormal
CPLIND Marsk E*'DWGHK"EE':D... WWWMM
Boat Optians Doslay 0 s
Paravirtualization Ciszhlad ﬁm‘” L e
Fibre Channel NPTY None
Virbualized MWL Sutomatic Guesst Operating Systam
Swaplie Location Us= defauk s=ttings % picrosoft Windows
L
T novall Netwars
™ Solaris
" Other
Wersion:
|Microsoft Windaws Server 2003, Stendard Edtion (22-4t) =
Help oK caresl |
£
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6.3 The Most Frequently Encountered ESXi Issues

If you are experiencing problems with your virtual machines or they are not passing the
pod test, please review the following symptoms and resolutions carefully:

1. Symptom: The user runs a pod test and the results indicate that the remote
display settings are missing or misconfigured.

Additional information regarding error conditions is available by selecting the
hyperlinked text within the details section of the pod test results.

NETLAB+ 2003 .R1

TESTING POD 5
DEWICE TYPE

1 .. I Standalone PC Wi ARE ESXi 2.5 1D

[0:22] POD 5 FAILED
000 19] PCAT: Testing virtual machine and WVibeare WX AP - FAIL, Configuration parameter RemoteDisplay . vnc enabled
= not se or is setto talze. shoud be 2ef fo true, VM REMOTE DISPLAY WNC MOT EMABLED error. Confiauration

VMTEST

ETATUS

{@ FAILED

CETALS
® Configurabon parameter Remotebisplay vnc enabled |
ot iz 56t to fatse, should be zet to frue
& i REMOTE DISPLAY WME NOT ENABLED error i)
fior hela)
* Y FEMOITE DEFLAY YNNG PORT MOT SET ervor i
for helg)

Resolution: Each virtual machine allocated for a NETLAB+ pod for remote PC
access should have the VNC settings saved into the VMX file. This procedure is

described in section 4.12.
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2. Symptom: You are unable to ping lab gear from the virtual machine.

Resolutions: See section 6.1 for an example of a troubleshooting scenario.
a. Each virtual machine should be mapped to the proper VLAN adapter.
Reference section 5.3 for full details.
b. Disable built-in firewalls on the virtual machine (Windows firewall, for
example).

indows Firewall

Exceptions I Advanced

ched: turn on Ywindows Firewall

YWwindows Firewall helps protect vour computer by preventing unauthonzed users
from gaining acceszs ho your computer through the [nkermet or a netwaork,

g o

Thiz zetting blocks all outzide sources from connecting bo this
computer, with the exception of thoze zelected on the Exceptions tab.

[ Don't allow exceptions

Select thiz when pou connect to public netwarks in lezs secure
locations, such as airparts. *rou will not be notified when ‘windows
Firewall blocks programsz. Selections on the Exceptions tab will be
igriored.

@ & of
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3. Symptom: A Pod test failure indicates API-Fail incorrect user or password.

NETLAB+ 2009 R

Belmin adm

ESTING POD 5
DEVICE TYPE TEST STATUS —

® |ncorrect user or password

®* Wi LISER PERMISSIONS error (Cck ink for hielp)

® status=tail error="hozt connect faled" viz_error="insu
permiEsions in host operating system”
vix_etrcode="v[{_E_HOST_LUSER_PERMSSIONS (301 4)
hist="1 69 254.0.250" porf="8333"

[D0:0S] POD 5 FALED

[D0:02] PC1 T Testing vidual machine and Yidware WX AP - FAIL, Incorrect user or password, Wii_USER _FERMSSIONS
efror, status=fal error="rwst connect falsc vix_srror="Insutticient permissions in host operating System”
wix_errcode="%IX_E_HOST_USER_PERMSSIONS (301 4)" host="169.254.0 250" port="8333"

TESTING POD 5, Standslons Computer Pod, Support for 1 PC,

I:I Standalone PC WWWARE ESXI 3.5 LD VMTE=T FAILED
= ' o

Resolution: Make certain you have created the management account (section
3.7) and you added to proper permissions (section 3.9).

4. Symptom: My keyboard and/or mouse are behaving very erratically (sub as,
double letters, or the mouse is very jumpy) when using the NETLAB+ Remote PC
viewer.

Resolution: Each virtual machine should have VMware Tools installed. Refer to
section 4.4 for details.

5. Symptom: | am using a non-Windows guest operating system, and | cannot get
the mouse to behave properly.

Resolution: Some guest operating systems, such as Linux, require very specific
steps to install VMware Tools properly. For example, most Linux VMs require
you to run a configuration script to complete the VMware Tools installation. Do
not assume that VMware Tools is properly installed without reviewing the
guidelines as per the VMware documentation:
http://kb.vmware.com/selfservice/dynamickc.do?externalld=3408&sliceld=2&co
mmand=show&forward=nonthreadedKC&kcld=340.
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6. Symptom: You are in a NETLAB+ reservation and the Remote PC viewer is
slightly sluggish in performance.

Resolution: Each virtual machine should be adjusted for optimum remote
display access (see section 4.5):

Minimal screen resolution with 32-bit color quality (see sections 4.5).

Do not use a graphical background. The desktop background should be
plain or none (see section 4.7).

Adjust the visual effects for best performance (each O/S may have
different settings, see section 4.6).

7. Symptom: Your virtual machines are giving an “UNKNOWN” status from the
Status tab of a lab reservation in NETLAB+.

Resolution: Review the following potential causes:

10/22/2010

a.

C.

We recommend no more than 10 to 12 virtual machines, per server that
meets the minimum requirements in section 2.2. Each virtual machine
uses CPU cycles and memory on the server. As a simple rule of thumb,
divide the processor clock speed by the number of virtual machines to
determine the speed of each virtual machine in a heavily loaded
environment (i.e. all pods are running at the same time and users are
working on the PCs). For example, a 3GHz processor could run 10 virtual
machines at 300MHz each.

If your VMs are running in a heavily loaded environment, the VMware
daemon process may stall, hang, or become unresponsive. This could
cause requests from the NETLAB+ server to be ignored. This would give
an “UNKNOWN” status for your remote PCs from the Status tab of a lab
reservation in NETLAB+.

Each virtual machine should have their virtual CD/DVD device disabled,
(section 4.3).

Verify each VM setting from section 6.2.
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Appendix A Copying VMDK File to Clone Virtual Machines

Once you have successfully created a single virtual machine, you may clone this VM to
create new VMs as a short cut. This would essentially save the time it takes to install a
new guest operating system and VMware Tools.

Each guest operating system is fully functional and must meet the vendor's licensing
requirements (see section 2.1.1).

This short cut is useful only if your NETLAB+ pod VMs will have similar virtual machine
settings:

e VM memory size (can be adjusted easily after new copy is created)
e VM hard disk size (cannot be adjusted easily)
e VM Operating System (this must be the same if you are cloning)

& Make sure to copy the first VM’s VMDK after you have added VMware tools, and all
other applications that you want on the VM. This will allow you to avoid making

multiple changes on every VM.

The following steps highlight the procedure for cloning your virtual machine to create
new VMs. It is assumed you have successfully created a single VM as per Part 4.
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1. Proceed through the steps outlined in section 4.1 to create a new virtual
machine, with the exception of the option selected in step 4.1.9. Instead, use
the Do not create disk option for this clone virtual machine. This option is used
since we are going to copy and paste the first VM’s VMDK file into the new VM
datastore directory.

122 Mewe Wirtual Machine Wizard =101
Select a Disk Virtual Machine Yersion: 4
i#frich disk do you want bo use?
izard Teps ) & virbual disk is composed of one or more fikes on the: host file system. Together
Mame a0 ion these flies appear as a singse hard disk b the guest operating system, Select the
Datastore type of disk bo use From the choices befow,
GUest Operating System - Disk
L
[Memory " Craata 2 new witual disk
Metwork Choose this opton bo creake a new wrtual dsk,
Ii0 Adapters
Select a Disk

' Use an existing virtual disk
Chooss this oobion bo reuss 3 previously configured wirbual disk,

aady ko Comphabe

7 Raw Pevise Fappmns

Give your virbual machine direct access to SAN, This option alows you bo
e edsking SaM commands bo eanage the storage and conbnus to
E.

o nok oreate disk

b | <Back [ [ met Concel |

2. Locate the datastore of the clone virtual machine on the Summary tab.

B [0 essiintranet Clone 2 XP Pro ¥H
(3 Clane 1 59 Pro ¥M
E;‘_] Clore 2 %2 Pro WM Getting Starmed | Perfomance | Evertz . Conzole Pemissons
=
0 *P Fro Template ' General Resources
Gussk 05! Microsoft Windows XP Professional... CPU usags!
a1 1 vCPL Hosk memary usage:
Memoey: 256 MB Guest memory usage:
Meriory Crvethead:  6B.36 MB
Digkashore Capaciy |
WMware Tools: not installed 143,75 Gh
TP Add :
rEsses NG |
Dk Manms:
9_ WLANE Haceholder
Skake: Powered OFF
Higk: esxiinbransl
Active Tasks:
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3. Double-click to open the Datastore Browser

N/ DG

www.netdevgroup.com

I"F Datastore Browser - [datastorel ] ;IEIEI
*
@ kg B8R X

Folders | Search I [datastorel] /
EI--ﬂ Mame Size | Type
f_'] %P Pro Template ¥M [ P Pro Template vM Fald
) Clone 1 %P Pro [ Clone 1 %P Provm Fold
ﬂ Clone 2 %P Pro %M i-'jj Clone 2 %P Pro WM Fald
1| | 0

4. Navigate to the first VM that was installed and locate the VMDK file.

r'_ Datastore Browser - [datastorel ] - | Ellil
+
@ e 8B X @
Folders | search I [datastorel] P Pro Template ¥M
E‘"tj { Marne | Size | Ta
{7 P Pro Template ¥ i ] wmware-S0.0og 30.20KE Y
[,'J Clone 1 XP Pro WM 5 XP Pro Template YM, vmdk 8,358,605, 00 KB %
() Clone 2 %P Pro vM i | wmware-4g.Iog FE.SOKE %
i ] vmware-47.log S74ZKE Y
®P' Pro Template ¥M.nvram B.45KE
i ] wmware-46.log 30.22KE
i ] wmware-49.0og 30.66 KB
i ] wmwareS1.log 32.52KE
ﬂl #P Pro Template WM, v 224KB M
5 %P Pro Template ¥M-00000. . 33,792.00KE Y _

1 object selected 8.00 GB
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5. Copy the VMDK file.
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I':-_ Datastore Browser - [datastorel] - | Ellil
+
@ e 8 e R X @
Falders | search I [datastorel] XP Pro Template ¥M
El--[j { Marne | Size | T
{7 %P Pro Template v i] wmwareS0.0og 30.20KB Y
l:j Clane 1 XP Pra Wi g5 ®P Pro Template WM. vmdk Add to Irvertory B Y
] Clone 2 ¥P Prowm i | vmware-48.log . B
@ wnware-47.log B W
%P Pro Templake Wi, nvram ut B M
@ wnware-46.1o0g "y
i ] wmware-49.0og Pastz B
i ] wmwareS1.log Download, ., B
51 %P Pro Template ¥, vms Move ko, .. B W
5 ¥P Pro Template YM-00000. ., REname B %,
4 3 I
| | Mew Folder

1 object selected 8.00 GB

Delete From Disk

6. Navigate to the clone VM directory. Notice there is no VMDK file (because in
step 1 we did not create a disk). Paste the VMDK file into this directory.

I"F Datastore Browser - [datastorel] - | I:Ilil
*
@ B R R R X @
Folders | search I [datastorel] Clone 2 XP Pro ¥M
El"fj ! Marme: | Size | Twpe
ﬂ %P Pro Template M B Clone 2 %P Pro YM,ems 1.04 KB Virte
ﬂ Clane 1 %P Pra ¥M [ Clone 2 5P Pro WM.vmsf 0.27KE File
[ Clone 2 %P Pro M [ Clone 2 %P Pro wi.vmsd 0.00KE File
Add bo Inventors:
50 ko Falder
(Zf:
Eopy
Download.
L] 3
J [owve ko, ., J
Remarne
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It may take several minutes to copy and paste this file.

1

=2 Copying... o ]

Copying 1 Filels), ..

To [datastorel] Clone 2 P Pro Wi}

B el |

11 minukels) and 24 secand(s) remaining

The file will be listed in the directory when the copy/paste is complete.

I':-_ Datastore Browser - [datastorel] =10 x|
+
@ g B 8B X@
Falders I Search I [datastorel] Clone 2 XP Pro ¥M
El--[j | Mamne | Size | Type
[j ¥P Pro Templake YM ﬂl Clane 2 ¥P Pro WM. vmx 1.04 KB MirkL
[j Clome 1 %P Pro WM 5 %P Pro Template YM.vmdk 8,388, 605,00 KB Yirky
!5’ Clone & XP Pro YM L] clone 2 %P Pro YMemsf 0,27 KE File
D Clone 2 %P Pro ¥M,vmsd 0.00KE Fil=
« | [

1 object selected 8.00 GB
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7. Navigate to the clone VM properties and click on Add hardware.

(=% Clone 2 XP Pro ¥YM - Virtual Machine Properties _._lﬂj_)sl

Hardware | Options | Resources | Virtual Machine Version; 4
Hardware | Sermary | Specify the amzunt of memaony alkecated to this vitual
BB Memory 756 MB | machine The memery size must be a mulliple of 4B,
ChUs L . .
Fleppy Drive 1 Client Device Memoiy for this vitual machine:
& CDJOND Drtve 1 Client Device 7 [_@ B
- NOtWO’kAdGD‘CUl VLAN3 Placeholder R N N N N TN N
4 65532
Jay ¥

Ta set the memoly to one of the mndicated values, you may
click the colored tiangle on the slider above or i the legend

£ Guest 0S recommendad misimum 128 MB
A Recommendad memony 256 MB
& Gusst DS recommended marmun 4035 MB
A Madmum for best perfoemance 4083 MB

Remone I
b | ox cancel |

8. We will now add a hard disk.

(=2 Add Hardware Wizard x|

Select Device Type
what sork of device do you wish b add bo your wirtusl maching?

Device Type Choose the type of device vou wish to add,

Telect & Disk
Disk Capacity
Adwanced Options
Ready to Complebe

D) serial Fart

e Paralel Poet

— Infiormation

COJDND Drbve

B Ethernet Sdapher

iHard Dk

SC5I Dewvice (unavailzble)
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9. Select the Use an existing virtual disk option, since we will select the VMDK file
that was pasted as the virtual disk for this clone.

) fdd Hardware Wizard

Select a Disk
Whech disk do you went ko user

dreie Tepe & wirtual disk is composed of one ar more filss an the host file system. Together
Select a Disk these files appear as & sngle hard disk ko the quest operating systam, Selact the
Sslect Exisbing Digk type of disk o use From the choices beks,

Advanced Options —Disk

Ready to Complebe
™ Creabe a new virtual disk
Chaose this option ko create a new virteal disk,

0+ Lbse o eisting virbual disk

Chaose this option bo reuss a previoushy configured virbual disk,

" Rew Device Meppiigs

Give your wirtusl machine direct access to 54N, This option alows vou ko
use existing SAN commands to manage the storage and conbnue ko
A0Ces | Using & datastore,

Help | = Back I bt Cancel I

10. Browse to the VMDK file that was pasted into the clone directory.

) fdd Hardware Wizard

Select Existing Disk
Which axisting disk do you weant bo use as this wictual disk?

Dewice Type
Saled: a Digk,

Select Existing Disk [ | ——
adwanced Opbions

Reathy to Complete

sk File Path
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11. Selecting browse will display the Browse Datastores page.

() Browse Datastores =10 x|
Look in:
MName: | Capacity | Free space
E datastorel 143.75 GE 135.17 5B

OpeEn

Files of type:

Compatible Yirtual Disks (¥ vmdk, *.dsk, *j Cancel

12. Make sure to pick the correct directory.

Iy

[=H Browse Datastores _ IDIEI
Look in: Idatastu:urel j

ET | File Size | Last Modified |
fj #P Pro Template WM

[ Clone 1 %P Proym

[} Clone 2 P Pro ¥M |

Open

Files of type:

Compatible Virtual Disks (*,vmdk, *.dsk, *j Cancel
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13. Select the VMDK file.

(=) Browse Datastores - O] x|
Lookin:  |<lone 2 P Pro YM |
Marme | File Size | Last Modified |
B9 WP Pro Template ¥M.... & GE 4/3/2009 11:22:56 AW |
Ok
Files of type: Compatible Yirkual Disks (*,vmdk, *.dsk, *, j Cancel
A

14. Select Next to continue with the Add Hardware Wizard.

=l Add Hardware Wizard

Select Existing Disk
Wehich existing disk do you want to use as this virkual dsk?

e Disk: File Pakh

Select & Digk

Select Existing Disk tl:la:,asu:rel] Clone 2 P Pro YMP Pro Templabe V. Broivisi. .. I ‘
Adwanced Cptions

Rieady to Complebe

Help | = Back I Cancel |
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15. Keep the default Advanced Options (these should match the first VM). The
following screenshot is an example and may be different for your ESXi server
(depending on the hardware platform used).

i) Add Hardware Wizard

Specify Advanced Options
These advanced options do not usually nesd to be changed.

| persiseet

) Nloepersistent

snapshak,

Devies VS Specify the advanced options For this virtusl disk, These options do not rormaly nesd
Select 3 Disk bo ke changed,
Select Exisbing Disk:
Advanced DOptions “Wirkual Device Mods
Q.—.-|||__r ko Coy |||-| = ISCS.[ |:|:|.|:|} j
—Mods
I Independent

Independent disks are not affected by snapshots,

Changes are immediatels and permanently writben bo the disk,

Changes bo this disk are discarded when you power off or reverk ta the

Hedp |

sback | [ etz | concel |

16. Click on Finish to complete clone VM.

(< Add Hardware Wizard

Ready to Complete
Revies your seleched options and chck Finsh bo complebs the wizard.

R The rew device will ave the Fllowing optiors:;

Silect 4 Digk

Select Existing Disk Hardware Type: Hard Lisk

Adwarnced Qptions Create disk: Use exdsting disk

Ready bo Complebe Wrtua Dewice Mods:  SCSI (0:0)
Cik: Fie path: [datastorel] Chne 2 5P Fro WM[EP Pro Templabe WL vndk
Cisk mode; Persiskent

_ |

sbock | [ B |

Cancel
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17. The hard disk and controller will now appear on the hardware list.

(= Clone 2 ¥P Pro YM - Virtual Machine Properties
Hardware Inpnms] Resaurces |

=101 x|
Virbual Machine Yerson: 4

Hardware | Summary — Disk File
B Memaory 255 MB |[dabaatua1] Clatie 2 5P Pro VI 4P Pro Template V. wmdk
W crus L
& Flogpy Drive 1 Clienk Device — Capacity
Bl oD Drive 1 lienk Device Disk Size [GE] B.o0
B8 Netwark Adapter 1 ¥LAMNS Plzceholder b asimum Size [GE]: -
Mew SCSI Controller {add..  BusLogi -
(3 New antroller (a sLogic M Gie: I = |t-’B d
= Mew Hard Disk (adding) virtual Disk
rlual Device Mode
[scsiion) =l
tode
[ Indepandent
Independert disks ae not aifect=d by sspshols,
 Pepsdstent
Changes are immediztel and pemansatly wiitten to
the digk.
I Monpersisest
Changes to thes disk are dzcarded when you power
ol oo renvert bo the snapshet,
Add... | Ramiowe
Help QK Cancel

18. Your new clone VM should now boot immediately into the same state as the first
VM (depending on what stage you copied the VMDK).
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Appendix B Contacting NDG for Technical Support

If you need to contact NDG for support, please be aware that VMware ESXi is a third
party product. NDG cannot transfer a customer to the VMware help desk, but we will
do our best to help you setup and operate a remotely accessible PC or server using
supported VMware virtualization products on your NETLAB+ system under the following
guidelines:

1. The NETLAB+ administrator has thoroughly studied the NDG documentation
including this guide, and attempted to install Virtual Machines (VMs) based on
NDG recommendations.

2. Remote access to both the VMware ESXi and NETLAB+ server provides the most
effective way for NDG to assists customers.

a. NDG provides up to 2 hours of support assistance for customers with
current NETLAB+ support agreements if remote access is enabled.

b. Remote access to the NETLAB+ server is provided via SSH (preferred) or
Telnet. Please reference the NDG CSS whitepaper for port details.

c. We request that the NETLAB+ administrator be present while NDG is
providing assistance.
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Appendix C Upgrading from VMware Server 1.x, 2.x, or GSX to VMware
ESXi

1. Modify the PC Type setting to VMware ESXi 3.5 U3. This value is must be set for
each virtual machine that you are upgrading to VMware Server 2.x. Please refer
to 4.11 for details.

FCID 203

FPC Name gj PC3

Type WiAWWARE ES= 3.5 L3 o
YWhiware Host IP Address 10.0.0.30

Yhlware Host Username netlab

Yhlware Host Passward METLAB.AF0.0.0.30

“hitware Guest Configuration File || [datastore]=F Fro Template Yi/<F Fro Template %hd wn
Whlware Guest Operating System || Windows =F hd

Remotelisplay.vnc.enabled = "trua”

Yhitware Guest WHNC Settings RemoteDisplay vnc.port = "6103"

Access Method WHC |
Admin Status OMLINE  |»
Options revert to shapshat during scrub operation

2. If you are upgrading from VMware Server 1.0 or GSX you must modify the value
of the VMware Guest Configuration file to the format of a relative path name.
This file name is typically in the form of [datastore]<pc name>/<operating
system>.vmx. Example: [standard] POD_1 PC_3/winXPpro.vmx. Please refer to
4.11 for details.

The use of relative path names is specific to VMware Server 2.x and ESXi.
VMware server 1.0 and GSX require absolute path names. If you are upgrading
from VMware Server 1.0 and GSX, you must change your configuration file path
names to use relative path names, as shown in the example above.

3. Run at pod test to verify the function of the API, see section 4.13.
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