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Pod Designer is used to create a custom pod layout. A pod design is a template used to
create one or more actual pods on a NETLAB+ system.

Each NETLAB Professional Edition® pod may be a custom pod, and each custom pod
may use a unique pod design. The NETLABpg, license allows custom pods to be used for
commercial training.

NETLAB Academy Edition® allows you to stand up two custom pods, each of which
may use the same pod design, or two unique pod designs. Custom pods deployed on a
NETLABE system can only be used for training within the Cisco Networking Academy®
Program. Valid uses include challenge labs, or supporting Networking Academy
curriculum for which NDG has not provided an “official” NETLABaE pod.

The NETLAB,g license does not permit custom pods to be used for any activity
outside the Cisco Networking Academy Program.

The Pod Designer tool is used to gather the required information about routers, switches,
firewalls, PCs, control device requirements, and images. This data is stored in a Pod
Design File. Pod design files are portable. They can be shared, exported, and installed
on other NETLAB+ systems. A set of options and passwords control how the pod design
can be used.

NETLAB+ Pod Design

General Settings Images  Control Settings  Lab Devices = Remote PCs
. 'I:ﬂ- :::tanly '.Illjl\l ue*u:r::c-afhr.] E ,}';« g T
-:.:: Stanly Custom PE Pod 1 -’ %
Sganization | Stanly Communiy Collage =
o y=——="|
. APC @ _\'1
o w
Actual Pods
= | i
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q;; > mpE | ————— 2 -
[N ",Gi__' ReEH
NETLAB+ NETLAB+ sstaa S
NPD File Server i
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2 Pod Design Theory

Pod design is an advanced NETLAB+ topic. You should be comfortable with the
following material before attempting pod design:

e NETLAB+ System Overview
e NETLAB+ Instructor Guide
o NETLAB+ Administrator Guide

These guides also apply if you want remotely accessible PCs in your pod designs:

e NETLAB+ Remote PC for VMware Implementation
e NETLAB+ Remote PC Guide (General)

All NETLAB+ products ship with several pre-packaged pod designs. These pods should be
used as a first step, allowing you to gain experience as a NETLAB+ administrator or instructor
before pod design is attempted.

2.1 Equipment Pods

A pod is a single instance of a set of lab gear that students and instructors interact with
during their training via the NETLAB+ system. It is a logical group of equipment that is
physically interconnected and can be reserved as a single resource from the scheduler. In
addition, a pod is isolated from other pods during normal operation.

Every equipment pod derives from a pod design. A pod design can accommodate
topologies that include networking devices, remote PCs, or a hybrid of both.

Networking Remote PC
Only Only

=

1
—
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Here are some examples of topologies that can be created using NETLAB+. Some of
these have already been included with various versions of NETLAB+.

optional

Faoit

Fail Fali2

Fad/d Fag/d

f i CLIENT - SERVER POD
PG1 PG2

- - CLIENT 1 SERVER 1

= =

PC3 PG4
r A
Click on the PC icons for remote access.
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A pod may contain managed lab devices (routers, switches, and firewalls), remote PCs,
and unmanaged devices (Adtran Atlas, modems).

2.2 Relationship Between Lab Pods and Control Plane

The NETLAB+ control plane forms the foundation needed to interconnect various
components of the NETLAB+ system. The control plane consists of devices that are
required in order for NETLAB+ to function, but are not accessible to students and
instructors.

Control devices may be control switches, access servers, or switched outlet devices.

OUTSIDE
INTERFACE

INSIDE
INTERFACE

RESERVED PORTS CONTROL SWITCHES E’
l_J C J L‘l

o |
AV4 V
ACCESS SWITCHED  [APC
SERVERS OUTLETS (1)

NETLAB CONTROL PLANE

=
J 5

LAB EQUIPMENT PODS

Access servers provide console connections to managed lab devices (lab routers, lab
switches, and lab firewalls) so that users can access these devices from NETLAB+. Each
managed lab device in your pod design will consume one access server port.

Switched outlets provide managed electrical power, allowing NETLAB+ and users to turn
lab equipment ON and OFF. Each managed lab device in you pod design will consume
one switched outlet.
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Control switches provide internal connectivity between NETLAB+, access servers, remote
PC’s, and switched outlet devices. The control switch also provides a network path for
NETLAB+ to download IOS images to Cisco lab devices in the event flash has been
erased (or the correct image is not installed). Control switch ports are broken down into
pod ports and reserved ports. Section 2.4 covers control switch concepts in detail.

Pod ports connect lab equipment to NETLAB+. A single control switch can have pod
ports for several pods, as long as all pod ports are consecutive on the switch. Both
managed and unmanaged lab devices can be connected to pod ports. You may allocate
more than one pod port for a lab device in order to simulate additional LAN segments.

During normal operation, pod ports can set to OFF, or placed in unique or common
VLAN:Ss to simulate one or more Ethernet segments required by the topology of the pod.
This feature is called dynamic VLAN mapping, and can be used to maximize the flexibility
of a statically wired pod. This feature is described in detail in section 2.4. In the event
that NETLAB+ must download an IOS image to a lab device, NETLAB+ will temporarily
place the device in VLAN 1 so that it can access the NETLAB+ internal TFTP server. Pod
ports must be consecutive and reside on the same switch.

The reserved ports on a control switch provide the framework to interconnect NETLAB+
and control devices. Reserved ports are usually trunks or access ports in VLAN 1, but
may be used for other functions as well. NETLAB+ will never allocate a reserved port to
an equipment pod, thus the name “reserved”.

2.3 Managed Lab Devices

Managed lab devices are devices that lab users will actually configure during the lab.
These currently include a wide variety of Cisco routers, switches, and firewalls. Please
note, remote PCs are discussed in a later section. The following table outlines the
capabilities that NETLAB+ provides for managed lab devices.

NETLAB+ Feature Routers Switches Firewalls
Connect directly to the console port Yes Yes Yes
Built-in console viewer (Java) Yes Yes Yes
Share console with several users at the same time Yes Yes Yes
Turn the device ON or OFF Yes Yes Yes

Automatically load or save configuration files via the

console port (does not rely on networking and TFTP) Yes Yes Yes
Automatically perform password recovery Yes Yes Yes
the end of the ab resarvaton e A e Yes Yes
#g:gr;r:;iﬁe::é r;e(;:rc;lver an image that has been erased Yes No* N/A
Manage IOS image version (optional) Yes No* Yes
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* Cisco switches on the NDG supported list currently do not support image recovery from
the ROM monitor mode. This ROMMON function is required by NETLAB+ to manage
the IOS version and recover from an erased flash.

Each managed lab device uses a NETLAB+ device driver. Therefore, managed lab devices
must be specifically supported by NDG. A list of supported devices is maintained at the NDG
website: http:/www.netdevgroup.com/pe/labdevices.htm. If there is a device you are interested in
that is not on the supported list, please check with NDG support to see if support may be
possible.

In general, each managed devices will require one access server port, one switched outlet, and
at least one or more control switch connections.

2.31 Managed Lab Routers

The following connections are required for each managed lab router.

¢ One connection to an access server port.

¢ One connection to a switched outlet (i.e. APC device)

¢ One connection from the lowest numbered built-in Ethernet port to the control
switch (typically FastEthernet0/0).

Refer to the three configuration scenarios below. LR1 is a lab router. LR1 has
connections to the NETLAB+ control plane: access server (left), control switch (middle),
and switch outlet device (right).

1: Minimum Configuration Configuration 1 depicts the minimum connection
requirement for each lab router.
Console Power
W The lowest numbered Ethernet (typically Fa0/0) port is

from flash.

I %7 % I During the lab, this port may be turned off, or mapped

dynamically to a VLAN on the control switch to simulate
NETLAB+ Control Plane a LAN segment. Dynamic VLAN mapping (see section
2.4) is a powerful feature that may be used to alter the lab
topology. This can be done for each lab exercise.

Fa0/0 | used to recover the router’s image should it be erased
|
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2: Multiple C/S Connections

Console Power

T

Fa0/0 | Fa0/1
|

NETLAB+ Control Plane

3: Lab Switch Connection

==

Fa0/1

Console @ Power

Fa0/0

NETLAB+ Control Plane
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Configuration 2 depicts both built-in Ethernet ports
connected to the control switch.

Each Ethernet port connected to the control switch may
participate in dynamic VLAN mapping. This technique
can be used to create very flexible lab topologies from a
single statically cabled pod.

Configuration 3 shows a direct connection between a lab
router (RT1) and a lab switch (LS1).

Direct connections between lab devices are required to
teach core switching concepts such as trunking, VTP,
CDP, inter-VLAN routing, and port channeling. Direct
connections preserve the nature of these protocols. A
path through the control switch will not work in these
scenarios.

g7 2.3.2 Managed Lab Switches
N

The lowest Ethernet port (i.e. Fa0/0) on a lab router
cannot be used to connect directly to a lab switch or other
lab device; this port must always connect to the control
switch. Most Cisco routers sold today have at least two
built-in Ethernet ports. If you require direct connections
to other lab devices, use port Fa0/1 (or higher).

The following connections are required for each managed lab switch.

¢ One connection to an access server port.
e One connection to a switched outlet (i.e. APC device).
e At least one connection to a control switch for management — this is currently

optional, but recommended.

e One connection to a control switch for every VMware virtual PC that will appear
to simulate a directly connected PC.

Refer to the four configuration scenarios below. LS1 is a lab switch. LS1 has
connections to the NETLAB+ control plane: access server (left), control switch (middle,
recommended), and switch outlet device (right).
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1: Minimum Configuration 1 depicts the minimum connection
Console £== Power requirement for each lab switch.

Please note, this configuration will not support flash
recovery, should this feature be implemented for lab
switches in the future. Therefore, we recommend one of

g? APC the other configuration options below.
I o

NETLAB+ Control Plane

2: Recommended Configuration 2 depicts the minimum recommended
configuration. If LS1 does not connect to other devices
(o | P .
onsole Soc=g Power (such as VMware PCs) through the control switch, then

the control switch connection can be turned off during
the lab exercise. This connection also enhances NDG’s
ability to perform diagnostics and troubleshooting on

| |
il g? APC the lab switch.
I (11

Whenever a lab switch is connected to a control switch,
additional configuration commands are required on the
control switch to prevent unwanted spanning tree,
trunking, and VTP side effects. This is explained in
the following section.

NETLAB+ Control Plane

3: Direct Connections Configuration 3 shows a direct connection between a
Fa0/ @ lab switch (LS1) and lab router (RT1).

Direct connections between lab devices are required to
Power teach core switching concepts such as trunking, VTP,
CDP, 1n.ter-VLAN routing, and port channeling. Direct
connections preserve the nature of these protocols. A
path through the control switch will not work in these
scenarios.

[ ]
| &7 5}
411" I o The connection between LS1 and control switch is

turned OFF during the lab. As in configuration 2, this
is a management connection.

Console

NETLAB+ Control Plane

Whenever a lab switch is connected to a control switch,
additional configuration commands are required on the
control switch to prevent unwanted spanning tree,
trunking, and VTP side effects. This is explained in the
following section.
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4: Virtual PCs on Lab Switch

Console E Power

el
0| Q| O
= N]®
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Configuration 4 shows how virtual PCs can be tied to a
lab switch via the control switch. To the lab user, each
PC appears to be directly connected to ports on the lab
switch. This technique is explained in detail in section
2.3.3.

NETLAB+ Control Plane

802.1Q

EQ
VMware
Server
e o

Virtual Machines

Whenever a lab switch is connected to a control switch,
additional configuration commands are required on the
control switch to prevent unwanted spanning tree,
trunking, and VTP side effects. This is explained in the
following section.

233 Connecting a Lab Switch to a Control Switch

As with any switch-to-switch connection, you will use a category 5 crossover cable to
connect switches together. It is recommended that each lab switch have a least one
connection to the control switch for management purposes.

If remote PCs are not being simulated, this connection can normally be turned OFF by
setting the control port’s VLAN map in the pod design to OFF.

If remote PCs are being simulated, you will have one control switch connection to the lab
switch for each PC. In this case, corresponding control port’s VLAN map setting will be
set to a specific value (more about this later).

Whenever a lab switch is connected to a control switch, additional configuration commands are
required on the control switch to prevent unwanted spanning tree, trunking, and VTP side
effects. The following IOS commands MUST be applied to every control switch port that is
connected to a lab switch. Be sure to include this guidance in any support documentation for
pod designs that you make available to others.

There are three essential commands that must be manually configured on each control
switch port that connects to a lab switch.

e spanning-tree bpdufilter enable
o Instructs control switch port not to send and receive spanning tree BPDU
frames to and from the lab switch.
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o Spanning tree in the lab must not mingle with spanning tree on the control
switch. This would cause several undesirable effects in both the lab and
on the control switches.

e switchport mode access
o Prevents the link from becoming a trunk port.
o The labs will not work as designed if the link between control switch and
lab switch is trunking.
o Trunking on ports that should be access ports, combined with BPDU
filtering, creates loops that are not prevented by spanning-tree.

e no cdp enable
o Disabling CDP is not critical, but will hide the control switch from lab
switch users performing CDP commands.

Here is an example configuration for a control switch control port that is connected to lab
switch:

interface FastEthernet0/X

description control port to lab switch LS1 port 7
spanning-tree bpdu filter enable

switchport mode access

no cdp enable

Always apply these commands to any control switch port that connects to a lab switch. These
commands are not automatically configured by NETLAB+. Without them, loops will form
causing high CPU utilization, error-disabled ports, and connectivity loss.

234 Managed Lab Firewalls
The following connections are required for each managed lab firewall.

e One connection to an access server port.
¢ One connection to a switched outlet (i.e. APC device)

¢ One connection from the lowest numbered built-in Ethernet port to the control
switch (i.e. Ethernet0).

Refer to the three configuration scenarios below. LF1 is a lab firewall. LF1 has

connections to the NETLAB+ control plane: access server (left), control switch (middle,
recommended), and switch outlet device (right).
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1: Minimum Configuration Configuration 1 depicts the minimum connection
requirement for each lab firewall.

Console & <™ Power

The lowest numbered port (typically Ethernet0) is
used to manage the IOS image.

- During the lab, this port may be turned off, or
APC mapped dynamically to a VLAN on the control
(11 switch to simulate a LAN segment. Dynamic

VLAN mapping (See section 2.4) is a powerful

NETLAB+ Control Plane feature that may be used to alter the lab topology.

This can be done for each lab exercise.

2: Flexible Configuration Configuration 2 depicts all built-in Ethernet ports
connected to the control switch.
Console { ~| ) Power
% Each Ethernet port connected to the control switch

may participate in dynamic VLAN mapping. This
technique can be used to create very flexible lab
topologies from a single statically cabled pod.

m

|m
= N

B & 5l

NETLAB+ Control Plane

3: Direct Connections Configuration 3 shows a direct connection
between a lab firewall (LF1), and two other lab de

%Faom E vices (LRI, LSI).

Direct connections between firewalls and other
devices may be required if the control switch
would interfere with protocols that must be
preserved to teach the core concepts (i.e. CDP).
This is not usually the case with firewalls, as they
typically are simple Ethernet ports.

Console

E0|

I |

g? APC The lowest Ethernet port (i.e. Ethernet0) on a lab
] (1) l firewall should connect to the control switch. If
you require direct connections to other lab devices,
METLAS ol e a different port should be used. Also notice that
LRI in this picture uses Fa0/1; the lowest port on
LR1 (Fa0/0) must also connect to the control
switch as well.
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24 Understanding Control Switches and VLAN Maps

Control switches provide internal connectivity between NETLAB+, equipment pods,
access servers, remote PC’s, and switched outlet devices. The control switch also

provides a network path for NETLAB+ to download IOS images to Cisco lab devices in
the event flash has been erased (or the correct image is not installed). Control switch
ports are broken down into reserved ports and pod ports (these are NDG terms).

241 Control Switch Reserved Ports

Reserved ports on a control switch provide the framework to interconnect NETLAB+,
control devices, and other shared resources. Reserved ports are usually trunks or access
ports in VLAN 1. NETLAB+ will never allocate a reserved port to an equipment pod, thus
the name “reserved”.

The administrator determines how many ports are reserved on each control switch. Ports
17 to 24 are reserved by default on a 24 port switch. The diagram below depicts a typical
control switch. Reserved ports are typically configured as access ports and placed in
VLAN 1, the default native VLAN for a Catalyst switch. Sometimes it is desirable to
trunk on a reserved port. The diagram below depicts a VMware GSX server that is
trunked to the control switch using 802.1q. This allows the virtual machines to
communicate with equipment pods.

Devices that attach to reserved ports are typically shared resources and are not specific to
any particular pod. The following connections are the most common:

Connections to Other Control Switches = 4 =
VMware Servers ,f

e NETLAB+ Server

e Access Servers Virtual Machines
e Switched Outlet Devices (APC) ] [
[}

[ J

o I GSX! NETLAB
SERVER

L
g '

Actual VLAN [1][1][1] ][]
Actual Port E@@EE@@@@@@@@@@@@

Pod Ports Reserved Ports ——

b1-z08

=14
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2.4.2 Control Switch Pod Ports

Pod ports connect lab equipment pods to the NETLAB+ control plane. A single control
switch can have pod ports for several pods, as long as all pod ports are consecutive on the
switch. Both managed and unmanaged lab devices can be connected to pod ports. You
may allocate more than one pod port for a lab device in order to simulate additional LAN
segments.

The pod designer (person) determines how many consecutive control ports are required
for each pod design, and how those ports will connect to lab devices. The NETLAB+
administrator may locate the pod anywhere on a control switch as long as the placement
does not overlap reserved ports. Since the actual ports that will be used on the control
switch are not know at design time, all control switch ports in a pod design are specified
using relative port numbers (+0, +1, ..., +5, etc.).

The diagram below shows two NETLAB4g Basic Router Pod Version 2 pods. This pod
design uses six consecutive control ports (+0 to +5) to accommodate two control switch
ports per router. The NETLAB+ administrator has chosen a base port of 1 for pod 1, and
a base port of 10 for pod 6. The base port is the actual port number that is associated
with first relative port (+0) in the pod design.

Recall that each device has a connection to the control switch in order to recover from an
erased flash. These EO ports are the flash recovery ports (shown in red). For each
device, you will indicate which control switch port is connected to the flash recovery
port. In the Basic Router Pod V2, these are +0, +2, and +4 for R1, R2, and R3
respectively.

POD 1 POD 6
PC2 PC2
E0 — E0 — -
Virtual Machines
E1
Topology | & et
ro——  po—L
jm fm |
PC1a PC1b PC3

Relative Port

OEmsnE

NETLAB
SERVER

RI[R][RI[R][R][R][R][R]

mmmnE@@@E@ln@i@@@i@limmm@@@l

POD 1

«——POD6 ——

=4
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24.3 VLAN Maps

For this discussion, please refer to the picture on the next page. The purpose of VLAN
maps may be somewhat difficult to understand at first. However, by the end of section
2.4.4, you will discover that VLAN maps can be a very powerful tool that can
dramatically increase the number of labs that can be performed on a single pod design,
thereby decreasing the overall cost of lab equipment.

During normal operation, pod ports can set to OFF, statically configured, or placed in a
control switch VLAN to simulate one or more Ethernet segments required by the topology
of the pod.

NETLAB+ manages all VLANs on each control switch. Control switches do not run the
Cisco VLAN Trunking Protocol (VTP). NETLAB+ uses VTP transparent mode and
SNMP to maintain a consistent VLAN database on each control switches. This method
avoids VTP conflicts and other problems that can arise when lab switches are connected
to control switches.

VLANSs on the control switch are used to simulate LAN segments. Each pod in NETLAB+
is given a set of VLANs called the VLAN pool. The size of the VLAN pool is determined
at design time by the pod designer, based on how many simulated LAN segments are
desired. The designer may allocate up to 10 VLANSs for “small” pods, and up to 32 for
“large” pods. Since each VLAN requires a spanning tree instance on the control switch,
the designer should use as few VLANSs as possible.

A VLAN map is assigned to each pod design. This tells NETLAB+ which VLAN to assign
each control switch port at the beginning of lab reservation. This can be changed for
each lab exercise (as described in the next section). Since the actual VLAN numbers must
be unique in each pod, the actual VLAN numbers cannot be determined at design time.
Therefore, the pod designer uses relative VLANs (4, B, C..., etc). The actual VLAN
numbers for each VLAN will be determined when the administrator configures an
instance of the pod design. NETLAB+ automatically determines the actual VLAN
numbers based on the pod ID. The formula to map from relative to actual VLAN
numbers is:

e [ ((podID - 1) * 10) + relativeVLAN + 100 ] for small pods,
e [ ((podID - 1) * 32) + relativeVLAN + 400 ] for large pods

relativeVLAN is A=0, B=1, C=2, etc..

For pod designs that involve VMware or other external resources, you will need to
understand how the relative VLANs map to actual VLANs. For pod designs that do not
involve external resources, you can simply work with VLAN letters (A, B, C...) in your
pod design and not worry about the actual VLAN numbers. The NETLAB+ administrator
can find out what the actual VLAN range for each pod is using the administrative
interface. Therefore, it is helpful, but not necessary to know the formulas above.
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Ports in a VLAN map do not need to be assigned to a VLAN. Alternatively, the port may
be turned OFF, or STATIC. A setting of static instructs NETLAB+ not to manipulate the
port. A static port might be configured as a trunk to a special unmanaged router, or other
special device.

The example below shows the VLAN map for a NETLABg Basic Router Pod (version
2). The VLAN pool size for this pod design is 6 (VLAN A to VLAN F). This provides a
unique simulated LAN segment for each router port on R1, R2, and R3.

The actual VLAN numbers that were assigned to pod 1 and pod 6 by NETLAB+ are also
shown. Notice how they are different between the two pods. This is necessary to prevent
devices in each pod from seeing each other.

Because each control switch port is placed in a unique VLAN, each LAN segment
behaves as a separate routed segment as shown in the Topology diagrams.

Also, note how PC2 in each pod is mapped to VLAN C on each pod. Using the small pod
formula above, we determine that VLAN C maps to VLAN 102 on pod 1, and VLAN 152
on pod 6. Having determined this, the VMware administrator can bind the two PC2
virtual machines to VLAN 102 and 152 respectively. Section 2.4.4 talks more about this.

POD1 PC2 POD6 PC2
VLAN 102 VLAN 152

Topology

. WY WY W™ APC
Physical [ 2550 BV | V20 o NETLAB
Layout € , , SERVER
m m m ‘3’ -
o o o

VLAN Map [A||B][C|[D|E][F]
Actual VLAN

Relative Port |+0|[+1]|+2|[+3]|+4]|+5]

Actual Port m@@E@@@i@@@i@@@@l

. POD 1 . «~—POD6 — =
]
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244 Dynamic VLAN Maps

Section 2.4.3 described the function of a VLAN map. Every pod design that contains lab
devices has exactly one VLAN map. By default, this VLAN map is applied to the pod at
the beginning of a lab reservation. However, you may also create VLAN maps for each
lab exercise (using lab designer). Each exercise may specify its own VLAN map, or
simply use the default VLAN map specified in the pod design. This flexibility is called
dynamic VLAN mapping.

By using VLAN maps in your lab exercises, you can make logical alterations to the lab
topology without changing the cabling of the pod (which is always fixed). If the pod is
designed to take advantage of VLAN maps, it may be possible to perform many more labs
than could be done with static mapping and/or direct connections between lab devices.
By decreasing the number of physical lab topologies required, the potential cost of lab
equipment to teach a curriculum is greatly reduced.

Consider the two pods below. Both pods are Basic Router Pod Version 2 pods and are
physically wired as such. However, pod 6 has loaded an “HSRP” lab exercise that uses a
dynamic VLAN map. The pod 6 topology will behave much differently than its pod 1
counterpart for the duration of the lab exercise. The lab exercise also presents the
topology picture shown for pod 6, so the user actually sees the modified topology.

POD 6

POD1 PC2 POD6 PC2
E0 WV VLAN 102 VLAN 152

Topology

EO

Web

Physical "2 0720 \ %o
Layout

NETLAB
SERVER

Relative Port |+0||+1][+2]|+3]

Actual Port E@@E@@ll@i@@@i@@@@l

+~——POD 1——— «~——POD 6 —— =
]
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VLAN maps allow you to make efficient use of Ethernet ports that would otherwise be
tied up for the occasional flash recovery operation. In general, the flexibility of the pod
increases when Ethernet ports are physically routed through the control switch, and lab
exercises exploit dynamic VLAN maps. This may not always be possible, particularly
when teaching switch trunking concepts as described in section 2.3.2 and 2.3.3.

2.5 Unmanaged Devices

A pod may also contain unmanaged devices that users do not configure or directly access
during the lab. These devices might include an Adtran Atlas, modems, or even statically
configured routers and switches. NETLAB+ does not provide console access or
automated management for unmanaged devices. Therefore, there is no approved
equipment list. It is really up to you to determine how to integrate unmanaged devices
into a pod design.

Unmanaged devices providing Ethernet services may be connected to pod ports and
participate in dynamic VLAN mapping. However, NETLAB+ will not provide any
automation for unmanaged devices.

2.6 Remote PC

The NETLAB+ system supports two remote PC solutions.

¢ Virtual Machine. The PC is implemented on a NDG-supported third-party
virtualization product (such as VMware GSX server).

0 Users can control the keyboard, video, and mouse.

0 Users can power on, shutdown, reboot, and revert to a clean state.
0 Users can have administrator rights.

0 Users can change interfaces and routing.

e Standalone PC. The PC is implemented on a standalone PC or server.

Users can control the keyboard, video, and mouse.
Users can revert to a clean state by rebooting.
Users have limited rights (administrative access not recommended).

(0]
(0]
(0]
0 Users cannot change interfaces and routing.

The virtual machine approach is tightly integrated with NETLAB+ and is the preferred solution.
The standalone PC approach has several limitations; it should only be used when the virtual
machine approach cannot be used (i.e. special hardware support).
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For a complete discussion of each approach, please refer to the corresponding guide:

e NETLAB+ Remote PC Guide for VMware Implementation
e NETLAB+ Remote PC Guide (General)

Both guides can be downloaded from the NDG website.

2.6.1 Integrating Virtual Machines in Pod Designs

Adding remote PCs using pod designer is fairly straightforward. Each PC is given a
name and an icon designation of “PC” or “server”. Whether the PC is implemented on a
virtual machine or standalone PC is not specified in the pod design. However, the layout
of your control switch pod ports and the VLAN map may be different depending on the
curriculum’s networking requirements and the remote PC solution you are targeting
(virtual vs. standalone).

If your pod design only contains PCs and not lab devices (routers, switches, and
firewalls), then your pod design does not need to reserve any control switch ports at all.
The VLAN pool size in this case would be 0. All networking between virtual machines
can be achieved completely within the virtual server using virtual networking.

VMware virtualization products (the subset supported by NDG) provide three virtual
networking methods.

e Bridged Networking. Connects virtual machines to a network using a virtual
switch and the host computer’s Ethernet adapter.

e Network Address Translation. Gives virtual machines access to network
resources using the host computer’s IP address.

e Host-Only Networking. Creates a network that is completely contained within
the host computer.

2.6.2 Avoiding Network Interference

Networking interference may occur if two or more pods share a common network.
Consider a pod design with one remote PC. Three pods are created by the administrator
who chooses to use host-only networking on the VMware server. Host-only networking
shares a common virtual switch among all virtual machines. This choice places each
virtual machine is on the same network even though they are in different pods. Most
client operating systems will choose DHCP by default. Each user will receive a unique
IP address from the DHCP server. However, suppose a user on one of the PC’s
configures a duplicate IP address. Suddenly one or more of the users in the other pods
loses some or all networking connectivity.
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To avoid networking interference, the Bridged Networking method is the preferred
choice. Furthermore, each virtual switch should be dedicated to only one pod. In
general, virtual machines from different NETLAB+ pods should never connect to the
same virtual switch. Therefore, the Network Address Translation or Host-Only
Networking methods should be avoided unless steps have been taken to eliminate the
possibility of network interference, such as restricting a user’s ability to change the
virtual networking adapter IP address and/or configuration.

2.6.3 PC-Only Pod Designs

When a pod design contains only PCs and no managed lab devices, it is not necessary to
allocate pod ports and VLANs in the pod design. This is generally true if there are no
special connectivity requirements and the PCs in the pod just communicate amongst
themselves. Simply place connect them to one or more virtual switches (VMnets).

If your pod has one PC, or PCs that do not need to communicate, then no virtual switches
are required.

The example below shows two pods (pod 3 and pod 6) derived from the same pod design.
Each pod has three virtual machines. Each virtual adapter is bound to a VMnet. The
administrator has allocated VMnet 3 and VMnet 6 to pods 3 and 6 respectively. By using
separate virtual switches for each pod, networking interference between pods is avoided.

(\:DD (\:DD

_7 _7 _7 _7

\Virtual Switch 3 (MVinet 3) Virtual Switch 6 (MMVInet 6)
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264 Hybrid Pod Designs
For this discussion, please consider the example below (from section 2.4.4).

In a hybrid pod design, remote PCs and lab devices communicate with each other. To make
this happen, virtual switches are bound to real VLAN numbers by the VMware administrator and
trunked to the control switch. Virtual switches contain one or more virtual machines (which
are the NETLAB+ remote PCs).

The VLAN assigned to a virtual switch cannot be changed. However, through the application
of different VLAN maps, lab devices can connect to different virtual switches as needed.

Mohammed cannot go to the mountain, but the mountain can go to Mohammed.

In the example below, both pods are NETLAB, Basic Router Pod Version 2. Pod 1 is
using the default VLAN map specified in the pod design. Pod 6 is running an HSRP lab
exercise and has changed the lab image and VLAN map as shown.

PCla and PC1b are always associated with VLAN A in the pod design. This is because
VMware virtual switches can only be bound to one VLAN and cannot be changed
programmatically by NETLAB+. Similarly, PC2 and PC3 always map to VLAN C and
VLAN E respectively. Because these associations do not change, the system
administrator can calculate the actual VLAN numbers that are bound to each virtual
switch.

Notice how VLAN A in pod 1 maps to VLAN 100, and VLAN 150 in pod 6. Different
virtual switches and VLAN assignments are used for each pod to prevent network
interference between pods. The actual VLAN numbers required are determined by taking
the relative VLAN mappings (VLAN A to F in this case) and applying the small pod
mapping formula introduced in section 2.4.3 for each pod.

((podID - 1) * 10) + relativeVLAN + 100

Even though the VLANSs assigned to virtual switches cannot be changed, the VLANs
assigned to each router interface can. In the HSRP lab (see the pod 6 topology below),
we only want PC2 to participate in the topology. Since PC2 must always be in VLAN C,
we adjust the VLAN map for the HSRP lab so that E1 interfaces on routers R1 and R2 are
part of VLAN C. We place the EO interfaces on all three routers in VLAN B, since VLAN
B does not have remote PCs and none are desired in this case. By changing the VLAN
map, the topology can still be flexible even though the virtual switches always use the
same VLAN.
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AL, 2 D

POD1 POD 6

—POD1+—— ~—POD6 ——

=4

2.6.5 Standalone PCs

Due to the limitations outlined in the NETLAB+ Remote PC Guide, the use of standalone PCs is
now discouraged. The supported virtualization products solve many of the problems inherent
in the standalone solution and are strongly preferred.

There may be rare occasions where virtualization will not work in certain curriculums. If
you must use standalone PCs, make sure you understand the limitations. Also keep in
mind that the control switch pod port requirements may be completely different than a
pod designed to use virtualization exclusively. If you want your pod design to support
both virtualization and standalone remote PCs, you may need to allocate additional pod
ports for the standalone PCs. These ports may be wasted when virtualization is used;
There is no way to reclaim these ports as this would require two different sets of VLAN
maps for pods and lab exercises.

A direct/standalone PC usually requires two networking adapters per PC. One adapter is
for VNC and API control and may be tied to a reserved port on the control switch. The
second adapter facilitates communication with devices in the pod and is typically tied to a
pod port on the control switch. Using this model, you would typically use one reserved
port and one pod port per PC.
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Refer to the diagram above. All PCs and servers are standalone PCs. Five pod ports
have been allocated in this design. VLAN maps determine which LAN segment (A-G)
they will appear and which devices can communicate with one another.

PC1 and PC2 have been configured for direct/standalone mode, allowing users to access
the keyboard video and mouse. PC1 and PC2 require additional network adapters
connected to a reserved port. This provides a control path for NETLAB+ VNC and API
functions. We have decided to use reserve ports for this purpose. This way, the control
connections can be terminated on any control switch. Alternatively, you could allocated
two pod ports for this purpose by setting the ports to STATIC on the VLAN map. The
administrator would then configure these two ports as access ports in VLAN 1.

The servers in our example are not directly accessible or configured by lab users.

Therefore, we have configured them for “indirect” PC mode. As a result, a control path
is not necessary.
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3 Pod Designer

The Pod Designer tool is used to gather the required information about routers, switches,
firewalls, PCs, control device requirements, and images. This data is stored in a Pod
Design File. Pod design files are portable. They can be shared, exported, and installed
on other NETLAB+ systems. A set of options and passwords control how the pod design
can be used.

NETLAB+ Pod Design

General Settings Images  Control Settings  Lab Devices = Remote PCs
““n'l:: S.tin:\' '..I-em ui-:\-er:=oa‘[\'\'\r.] E : - (i
:.M Stanly Custom PE Pod -’ "
Organization | Stanly Communny Collage ﬁ =
: APC
o
Actual Pods
Vol = Tet & |
— g_g | «,,—&1 %__-._?]
> | IEE _— "
H -
NETLAB+ NETLAB+ @ e
NPD File Server 3 8 e

A NETLAB+ pod design file (NPD) contains all the information needed to represent a pod. The
following items are contained within the pod design file.

e (General Settings

o Name
Description
Author
Organization
Copyrights
Support URL
Comments
Passwords

o Cloning options
e Images

o Topology image and clickable hotspots

o Scheduler image

O O O O O O O
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3.1

Control Plane
o Access server port requirements
o Switched outlet requirements
o Control switch port requirements
o Size of VLAN pool
o Default VLAN map
Lab Devices
o Routers
o Switches
o Firewalls
Remote PCs
o Desktops
o Servers

Pod Designer Workflow

The following steps outline the typical workflow of the pod design process.

1.

2.

10.

Enter General Information.

Add Default Topology Image. Upload a graphic that will depict the pod’s
default topology.

Define Hotspots. Hotspots are rectangular areas on the topology image. When a
user clicks on a hotspot, NETLAB+ opens the appropriate viewer and connects to
the device.

Add Scheduler Image. Upload an optional small image that will appear in the
scheduler. This icon graphically identifies the pod design.

Specify Control Device Requirements. If your pod design contains managed
lab devices, the pod design must define certain control device resources. This
includes the number of access server ports, switched outlets, and consecutive
control switch ports.

Specify VLAN Pool Size and Default VLAN Map. A pod design containing
managed lab devices will typically allocate a VLAN pool and default VLAN map.

Add Managed Lab Devices. Specify the lab devices NETLAB+ will manage.
Add Remote PCs. Specify the names of remotely accessible PCs.

Commit Build. When all the changes have been made, the build is committed.
This prevents further changes to the current version of the pod design file and
allows the pod design to be installed into the NETLAB+ database.

Install Build. Pod designer produces NPD files, which behave like software
source code. To use the pod design, the administrator must install (compile) the

NPD file into the NETLAB+ database.
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11. Add Pods. The NETLAB+ administrator creates one or more pods based on the
installed build.

3.2 Granting Instructor Access to Pod Designer

The NETLAB+ administrator must specifically grant Pod Designer access to instructors.

1. Login to the administrator account.

2. Manage Accounts

3. Access and edit the desired instructor account.
4. Enable the pod designer.

5. Click Update.

Admin New Query Add Accounts

JdoeZ00E

Account Type instructor

Uszer ID jdoe200&

Mame |Jane Coe |

E-mail Address|janedue@fimiunalname.urg |

Privileges ® instructar

Oinstructor with community management privileges
Oinstructor with system-wide management privileges
Whiat's this?

Pod Designer | & gpapled O disabled |

Logins | @) gpnabled O disabled |

() Update [E3) Exit
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3.3 Using Pod Designer

Pod Designer is started from the instructor MyNETLAB page or the administrator home
page. Simply click on the Pod Designer icon or link. The first time you use Pod
Designer, you must agree to the terms of use.

Instructors must be specifically authorized to use pod designer by the administrator.

Pod Designer
MyNETLAB Logout Help

> Pod Designer is used to create custom pods for METLAB+ systems,
= } Please refer to the NETLARB+ Pod Design Guide,
Exizting Pod Designs
MN&ME BUILD CORMMIT AUTHOR 1D GLOBAL IC

C.E. Advanced Troublezhooting Pod 2 Yez |CEATP O0CO_FORE_BBEY_ 4454 7723 |K
C.E.IPT Pod 1 Mo | CEIPTFR 00CO_FOEB_BRET?_445B_BRO1 |k
CE.IPT Pad2 3 Mo |CEIPTP 00CO_FOBB_BSE?_44B9_ERAR  |K
C.E. PC5 Pad 1 Mo CEPCSP 00CO_FOBB_BSET?_445F_7DDD

Cuztarn Pod 1 1 Mo |JDOE 00CO_FOER_BSE7 _44B7 _BYZ2E  |J:

53 Exit | o Create New Pod Design | ‘3, Show Installed Designs | 4/ Import Design |

The administrator and each instructor share a common pod design folder on the server.
Therefore, you may see pod design files created by other users. This is different from lab
designer, where each user has a personal folder. This folder is shared because pod
designs ultimately impact system resources on the server, and the instructor and
administrator must work closely together. This is also why instructors must be explicitly
authorized to use the pod designer. Although the pod design files are located in the same
folder, a set of passwords can be assigned to each pod design file that can be used to
control modification, installation, and derivative works.

The built-in pods provided with NETLABag are managed by NDG using the normal software
update process. These pods will not appear in the Existing Pod Designs folder. However, you

will see them installed in the database if you click on the Show Installed Designs button.
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3.4 Creating a New Pod Design

Click on the Create button to begin a new pod design. You will be prompted for the
general settings for the pod design.

o Create New Pod Design |

3.5 General Settings

The General Settings dialog will appear when you create a pod design. General settings are
values that apply to the entire pod design. Each setting is described below. You can also
“show help tips” by enabling the checkbox.

Pod Designer

MyNETLAB Logout Help

General Settings

Hame Rivendale Academy CCMP Pod [required]
Author's Pod Design ID  |RNCCMP [required]
Description |3 routers, 2 switches
Author | James Madison
Organization | Rivendale Community College
Copyright | Copyright (C) 2006, Rivendale Community College

Support URL | http:/fccnp.rivendalecc. edu

Hote [Comment | Faor internal use only.

Cloning |[] Thiz pod design may be cloned

showe help tips[]

() OK | [3) cancel |

Name. This required field is used to assign a name to the Pod Design. It may be helpful to
indicate what course the lab will be used with, as part of the name or description.

Author’s Pod Design ID A unique, human readable identifier. Only the characters A-Z and 0-
9 can be used. This value is appended to the Global Pod Design ID to create a worldwide
unique identifier for the Pod design. Please note, you cannot modify this value later.
Example: "RIVUNWIRED"

Description. This optional field is used to describe the lab content. It may be helpful to
indicate the number and types of devices in the pod.

Author. Optional field to indicate the author of the lab content.
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Organization. Name of school or organization associated with the lab content.
Copyright. A place for a copyright notice (optional).

Support URL. A website URL containing additional information about the lab content. This
is strongly recommended if you publish your pod design. For an example, check out the
NETLABg Topology Pages: http://www.netdevgroup.com/ae/topologies.htm. Each topology
has a link to “Specifications and Requirements”, which follow a consistent format for each

topology.

Note/Comment. Place to indicate any additional information about the pod design file, such
as indicating what curriculum the pod design is being used to support.

Cloning. Enable the cloning checkbox to allow derivative works to be created from your pod
design.

3.6 Pod Designer Tabbed Interface

Once the general settings are entered, NETLAB+ will create a pod design file in the system’s
shared folder. All of the remaining tasks will be performed using the pod designer tabbed
interface. The tabs are organized from left to right, in the same workflow order described in
the previous section.

Pod Designer

MyMETLAB Logout Help

I arne Build Committed | Athor 1D Global [0 File Size| Last bodifies
Rivendale Academy CCHP Pod | 1 Mo RIVCCHP | O0OCO_FOBE_BRET_44CA_36F5 822 2006-07-23 1

To prevent simultaneous modifications, no other uzers can modify thiz file until pou cloge the pod design or log out.
Workflow I

General Image Control Device Remaote PC | | Build

General Settings

Mame |Rivendale Academy CCHP Fod
Description | 3 routers, 2 switches

Authar | James Madisan
Organization | Hivendale Community College
Coppright | Copyright (C) 2006, Rivendale Community Caollege
support URL | http:/fccnp.rivendalecc. edu
Mate / Comment | For internal use anly.

Modification Passward | hot required Require a Password |

Inztallation Password | pot reguaired Require a Password |

Cloring Permitted | Mo
Cloning Pazsward | not apolicable

A WNodify General Settings |

[ Close Pod Design I
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3.6.1 Enabling Password Protection

Password protection may be set for the pod design file. A Modification Password,
Installation Password and/or a Cloning Password may be set as a requirement. Select the
appropriate “Require a Password “ button on the General page of the tabbed interface.

General Image Contral Device Femate PC Build

General Settings

Mame |Custorn Pod 1
Description | Mew Pod for Fictional University
Author | Jane Doe
Organization |Fictional Mame University
Copuright | Copyright @ 2006, Fictional University

Suppart URL | http: Afweewr fictionalname. arg
Mate / Camment

Madification Passward | not required Require a Password |

Installation Passward | hot reduired Require a Password |

Claring Permitted | Y es

Cloning Pazzword | ot required Require a Passwurdl

A~ Modify General Settings I

Here, a modification password is set. Entering the correct password will be required
before any changes to the pod design can be made.

Specify a Modification Password

A modification pazzword protects the design from being changed. This password will be
required to modify the dezsign. Enter the desired password bwice and click OF. IF a modification
pazzwiord iz ot required, click Remove Pazsword.

Modification Passworid | 3 % 3 3 % % % % [required]

Confirm Modification Password | % % 3 3 % % % % [required]

() OK | = Remove Password | [ cancel |

Page 32 of 65



NETLAB+ Pod Design Guide

www.netdevgrroup.com

Setting a Cloning Password will require the user to enter the password when selecting the

Cloning option on the Build tab. The option to set a cloning password is only available if
the setting to permit cloning has been selected.

Specify a Cloning Pazsword

Enter a cloning pazswaord. An instructar or adminzitratar must enter this pazsword to create

derivative works bazed on thiz lab deszign. If a cloning pazzword iz ot required, click Bemove
Fazzward.

Cloning Password |2 x %% %* % [required]
Confirm Cloning Password |2 x &% % x [required]

(*] OK | = Remove Password | @ Cancel I

Setting an Installation Password will require the user to enter the password when
installing the pod design into the NETLAB+ database (See section 4.4).

Specify a Installation Password

If wour zet an installation pazsword, thiz pagswaord will be required ta install this lab design into
the METLAE+ databaze. Enter the desired paszword bwice and click OF. [F an installation
pazzward iz not required, click Remove Password.

Installation Password | % 3% % 3% % % % ¥ * [required]
Confirm Installation Password | % % 3 % % % % % % [required]

() OK | = Remove Password | [ cancel |

To prevent simultaneous modifications, only one person can modify a pod design file at a time.
If the file is being modified, a yellow notice will appear under the summary information.

3.7 Closing a Pod Design

When you are done making changes to a pod design, click on the Close Pod Design button at
the bottom of the tabbed interface. This will ensure that all changes are saved and the file is
unlocked. The pod design is also closed if you logout.
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3.8 Default Topology Image

Each pod design may have one default topology image associated with the pod. This
image is displayed in the lab access topology tab during a lab reservation. If you omit the
default topology image, the lab access topology tab will not display an image, unless the
user has selected a lab exercise that provides one.

3.8.1 Adding a Default Topology Image

Select the Set Image button on the left side of the page to upload a default topology image
from your PC to the pod design file.

General Image Contral Device Rermate PC Build
Default Topology Image Scheduler Image
Image not zet Image naot set
|4| Set Image |4 Set Image

Enter the complete path and file name, which must end with one of the supported extensions
(GIF, JPEG, or PNG). Select the OK button to upload the specified image.
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Default Topology Image

& topology image iz a GIF, JPEG. or PHG file that userz zee duning a lab rezervation.
Each lab erercize can zpecify a topology image, or uze the default image. For best
rezults, the width of a topology image should not exceed GO0 pisels. Rectangular
"hotzpots” can be defined for each lab device. “When the wzer clicks on a hotzpat,
METLAE will launch the approprate wiewer and connect the uzer to the lab device.

The default topology image iz uzed when a lab exercize does not explicitly specify a
topology image. To import a defaclt topology image for this pod dezsign, zpecify the path
of a GIF, JPEG, or PMIG file on your PC or workstation, or click the browse/choosze
button,

Path to Default Topology Image Ic:\imagesCuatDm_de.d Browse...

() OK | 3 cancel |

You may also add an image by selecting the Browse button, which will allow you to traverse
your PC’s directory structure and select the file to upload.

File Upload 3

Lock inc | () Images v| @ % @

iy . | Custom_pod.gif
L\ﬁ P¥]lab_1.1.0if

My Recent E] lab_1.2 gl’F
Documents || Iab_1.3.qif

Py Docurents
M}I.Eumputer
g Fie niame: |Eush:|m_pad. aif e |
My Metwork Fil=s of bppe: |A| Files W | _
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The default topology image will now be displayed on the left side of the image screen. This
example also shows that a scheduler image has been set (See section 3.9).

General Image Contral Device Femate PC Build
Default Topology Image Scheduler Image
clstorm Pad 1

Cuelom Pod 1

2 Routers
i
(F8 &g 2 Swiches
_|.. PC Support
Click image to enlarge
File Mame Type | ‘width = Height File Mame Type | “width | Height
custompod] . gif GIF aa0 400 custompod] _sch. gif GIF 200 a0
[#| Change Image | == Clear Image |4| Change Image | == Clear Image

3.8.2 Hotpots

You may define clickable hotspots for devices and PCs shown on the default topology
image. A hotspot is an invisible rectangular area placed on top of a router, switch,
firewall, or PC in the image. When a user clicks on a hotspot, NETLAB+ will launch the
appropriate viewer and connect to the device.
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Lab Access INSTRUCTOR
MyNETLAB Logout

Pegasus 344 minutes remaining

Topology Tab
HTupulugy Action Status Load Save Exercise

/|

Topology Image BACKBOME
pology g "N'---._______h SERVER
BB
A0
17226260
0
192168.1.0 192168.2.0

1721612 17216222
@: O]
DMz
2
Clickable Hotspots il 1 1
10.0.1.0 10020
O]
0 .-
I5_2
2.1.7 Configuring NAT

To set hotspots on the topology image, select the Device section of the tabbed interface and
click the Set Hotspots button.

General Image Control Device Remote PC || Build

Edit | Index Type I arme Haotzpot C5 + 45+ 50 + IM=| Cablez

£ @ Difice Router 176,74 235130 No |view/set

Al 2 | A Remots Route 324,70,385,127 No |view/set

fl 3 "—: Office Switch 165,179,245,233 Mo | wiewset
—

fl 4 '_: Remate Switch AN2179,393.233 Mo | e set
dp—

b Add Device | (@ Set Hotspots
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The page will display available hotspots for the lab devices in the topology at the top of
the page. Highlighted hotspots have not yet been placed on the image. You may elect to
set some or all of the hotspots on the image.

Lab routers, switches and firewall hotspots are red. PC hotspots are green.

To set a hotspot for a device or remote PC, DRAG its square from the hotspot tray to the
desired location on the image. To resize the hotspot, hold down SHIFT while dragging.
To clear a hotspot, drag its square OFF of the image or back to the hotspot tray. In this
example, hotspots have been set for the first five devices have not yet been set for PC2 or

PC3.

||:I

|5l:I 100
Laladol

Office Remote Office |

R outer R outer Switch |

v W E '

Pt e =
150

Remote | PCI1 PC2 PC3
Switch |
] = | |
________ =R S|
200 250 300 550 400

2

ol b Lo b b Lo b lals

oo =

L= (]
Lal

Loz ]
Lol lal Lol

L

Custom Pod 1
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3.8.3 Clearing the Default Topology Image

To remove the default topology image from the pod design, select the Clear Image
button. If you clear the default topology image, the lab access topology tab will not
display an image, unless the user has selected a lab exercise that provides one.

General Image Control Device Remote PC Build
Default Topology Image Scheduler Image
clistorn Pad 1

@J ) m@

I e — el Lt 2 Routers

— -

e “"‘ l‘:r 2 Switches

el AT [+ X P\{: Smpnl‘t
-

L Y e L EF LotN

Click image ta enlarge

File M ame Type | Width | Height File M arme Type | “Width | Height
cugtompod] . oif GIF atall] 400 cugtampod]_zch. gif GIF 200 RO
|4 Change Image | = Clear Image [4| Change Image | == Clear Image

Select OK to proceed with clearing the image.

? ) 4re you sure you want to clear this image?

Ik Cancel

3.9 Scheduler Image

A scheduler image is a small rectangular image that uniquely identifies the pod design
and appears in various scheduling functions. If you do not define a scheduler image,
NETLAB+ will display the Pod Name and Pod Description values from the general
settings. A scheduler image must conform to the following specifications:

File Format | GIF, PNG, or JPEG. Transparent GIF is recommended.

Width | 120 pixels or less

Height | 50 pixels exactly

Background Color | Transparent

Page 39 of 65



NETLAB+ Pod Design Guide www.netdevgrroup.com

The following examples are valid scheduler images:

|€—120 pixels or less —>|
“|> | ADVANCED ROUTER POD

. Transparent
50 F'HE||5 @ Frame /ISDN / Dial Backround
W ol

BASIC ROUTER POD w2

ﬁ?_‘! 3 Routers

y PC Support

3.9.1 Adding a Scheduler Image

Select the Set Image button on the right side of the page to upload a scheduler image from
your PC to the pod design file.

General Image Control Device Femaote PC Bruild

Default Topology Image Scheduler Image

|mage niot zet Irmage not et

|4 Set Image [#| Set Image

Enter the complete path and file name, which must end with one of the supported extensions
(GIF, JPEG, or PNG). Select the OK button to upload the specified image. Keep in mind that
the file must meet the specifications defined in section 3.9.
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Scheduler Image

& gcheduler image iz a optional GIF, JPEG, or PHMG thumbnail image that wizually
identifiez thiz pod design. zers see thiz image in the zcheduler. The zcheduler image
mizt be exactly 50 pisels in height and less than 200 pizels in width,

Toimport a scheduler image for this pod design, specify the path of a GIF, JPEG. or PMHG
file an wour PC or workztation, or chek the browsze/choose button,

Path to Scheduler Image Ic:‘\imageshcu stompod_s| Browse. .
() OK | [3 cancel |

The default scheduler image will now be displayed on the right side of the image screen.
This example shows that a Default Topology Image has also been set (See section 3.8).

General Image Control Device Remote PC Build
Default Topology Image Scheduler Image
clistorn Pad 1

- I
Th i
L o

Cuskom Pod 1

= 2 Routers
— - e
— h"‘ 4 2 Switches
] CAT [oH _|* P{: Smpnl‘t
BE B
L e a1z i, Lol edz arane.

Click image ta enlarge

File M ame Type | Width | Height File M arme Type | “Width | Height
cugtompod] . oif GIF atall] 400 cugtampod]_zch. gif GIF 200 RO
|4 Change Image | = Clear Image [4| Change Image | == Clear Image

3.9.2 Clearing the Scheduler Image

To remove the scheduler image from the pod design, select the Clear Image button. If you

clear the scheduler image, NETLAB+ will display the Pod Name and Pod Description values
from the general settings.

Select OK to proceed with clearing the image.

7 | Are you sure you want to clear this image?

Ik Cancel
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3.10 Control Settings

The control tab is used to specify the control device resources required by the pod. This only
quantifies the resources that are required to support the pod design. Actual resource allocation
takes place when the administrator creates an instance of the pod.

Pod Designer
MyMETLAB Logout Help

Mame Build Corrnitted | Author (D Global 1D File Size | Lazst Modified [v-m-d bim:s]
CE.IPTPod2 4 MNa CEIFTP |00OCO_FOBE_BSEY_4463 ERAR | 14920 2006-07-2818:22.28 UTC

Tao prevent simultaneous modifications, no ather users can madify this file untl pou close the pod design or log out.

eneral Imange Device Rermate PC | | Build

Control Settings
Aroocess Server Ports

Switched Outlets
Congective Control Switch Ports
WLAN Pool

Drefault YLAM Map

[3] Close Pod Design

Page 42 of 65



NETLAB+ Pod Desi gn Guide www.netdevgrroup.com
3.10.1 Modifying Control Settings

Click on the Modify Control Settings button to change the values. NETLAB+ displays the
control settings dialog.

Control Settings

Access Server Ports | 4 W
Swiltched Outlets | 4 W
Consecutive Comtrol Switch Ports | 5 W
VLAH Pool Size | 3 w
Default VLAH Map + +] +2 R +3
OFF  [w|[OFF  [s][VLANA [w| (VEANE 1]
+4
WLAN C |

shove help tipz[ ]

() OK | [ cancel |

Access Server Ports. The number of access server ports required to support this pod design.
Typically, one port for each managed lab device is required. Remote PCs do not use access
ports. This value may be 0 for pods that only contain remote PCs.

Switches Outlets. The number of switched power outlets required to support this pod design.
Typically, one switched outlet for each managed lab device is required. Remote PCs do not
use switched outlets. This value may be 0 for pods that only contain remote PCs.

Consecutive Control Switch Ports. The number of consecutive control switch pod ports
required to support this pod design. Typically each managed lab device will require at least
one control switch port. However, it may be desirable to allocate more than one port per
managed device. You may also allocate pod ports for unmanaged devices. The layout and
usage of each port is arbitrary, so long as you are consistent. This value may be 0 for pods that
only contain remote PCs and all networking is achieved externally and/or using virtual
networking. Refer to section 2 for specific guidance.

VLAN Pool Size. This value determines the number of unique VLANs that will be maintained
for each instance of this pod design. For example, if the VLAN pool value is 5, and 4 pods of

this type are added by the administrator, then 20 unique VLANs will be created on the control

switch. How these VLANs are used is determined by VLAN maps (see below).

Each VLAN runs a spanning tree instance on the control switch. Therefore, a smaller VLAN
pool is desired. In general, the VLAN pool size should not exceed the number of control switch
ports. A small pod uses 10 or fewer VLANs. A large pod uses 11 or more VLANs. Once you
commit the first build, you cannot change between large and small without refooling the build
(described in section 4.12).
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Default VLAN Map. Each pod has a Default VLAN Map. By default this VLAN map is
applied to the pod at the beginning of a lab reservation. Each lab exercise may also
specify an optional VLAN map that overrides the default VLAN map. This flexibility is
called dynamic VLAN mapping and is described in detail in section 2.4.

Each control switch port is given a relative port number (+0, +1, etc.) since the actual
control switch ports cannot be determined at design time. Each port can have one of the
following settings:

e VLAN (letter). At the beginning of the lab exercises, the control switch port will
be turned on and set to the VLAN indicated by letter. The actual VLAN number
used cannot be determined at design time, therefore letters are used.

e OFF. This value causes the control switch port to be turned off at the beginning
of the lab exercise. It may be turned on if NETLAB+ needs to recover an erased
software image.

e STATIC. This value indicates that the control switch port is statically configured
by the administrator. NETLAB+ will not change the administrative state (on/off),
will not change the VLAN, nor any other setting on the port. This setting can be
used to allocate a pod port for trunking to an unmanaged static router or VMware
server. However, it is often more desirable to use a reserved port for this purpose.

3.10.2 Documenting Control Switch Ports

You are not required to specify the role of each control switch port in NETLAB+. However,
you should document this separately so that the administrator can cable the pod, and lab
designers can create dynamic VLAN maps for lab exercises. Documentation should include
the function of each pod port in terms of relative port numbers and relative VLAN assignments.
The following example shows how this can be documented pictorially:

CONTROL SWITCH

+3

Trunk
D ror — B @

Any Resenned Port

Vilwaie
Servel
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3.1 Managed Lab Devices

Managed lab devices are devices that lab users will actually configure during the lab. These
currently include a wide variety of Cisco routers, switches, and firewalls.

Managed lab devices are optional. A pod design may consist of only remote PCs (which is
discussed in a later section).

Managed lab devices are managed from the Device tab.

General Image Control Device Remaote PC || Build
Edit [ndex Tupe [ arme Hotzpiot CS + A5 + 50 + [M=| Cablez
£l pIi Dffice 176,73.235,132 0| 0| 0 |Noviewsst
Ll 2 | A Remote 324,71,383,130 1|1 | 1 |Mo|viewset
fl 3 Office_SWw 164.180,245.234 2 | 2 | 2 | MNojview/set
fl 4 ::: Femaote_Shw H3.181,293.234 4 3 3| Mo |view/zet

Add Device | (=) Set Hotspots

b

31141 Adding a Managed Lab Device

Click on the Add Device button to add a new managed device. A description of each field is
available by selecting the show help tips checkbox in the lower right corner of the page.

Index | 5 |
Hame |Sandose [required]

Device Type | (%) Managed Router
O Managed Switch
O Managed Firewall

Control Switch Recovery Port | hase port + 4 v
Access Server Preferred Port | hase port + 4 v
Switched Outlet Preferred Port | base port + 4 v

Interface Hame Translation | & vos (Mo

show help tips ]

(L) OK | [3) Cancel |

Index. This value determines the order that the device will appear in the various lab access

tabs.
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Name. The name of the device.

Device Type. The type of managed device required: router, switch, or firewall. A list of
supported managed devices can be found on the NDG website at:
http://www.netdevgroup.com/pe/labdevices.htm.

Control Switch Recovery Port. The relative control switch port that will be used to recover
an IOS image that has been erased flash. This port is always connected to the lowest numbered
Ethernet port on the lab device. A value of “not set” can be specified to save a control switch
port and/or if the NETLAB+ device driver does not support image recovery. Currently, lab
switches do not support image recovery. However, NDG still recommends that you maintain at
least one connection to each lab switch; if image recovery becomes supported, the pod will not
require a redesign.

Access Server Preferred Port. The suggested port on the access server the lab device should
use, relative to the first port. This value will be used if the administrator requests consecutive
ports. However, the administrator may override this value and explicitly choose an access
server and port.

Switched Outlet Preferred Port. The suggested port on the switched outlet device this lab
device should use, relative to the first port. This value will be used if the administrator
requests consecutive ports. However, the administrator may override this value and explicitly
choose a switched outlet device and port.

Interface Name Translation. The feature allows configuration files saved by NETLAB+ to be
loaded, without errors, on a different pod with different router types. This setting is currently
supported on managed routers, and ignored by managed switches and firewalls. As a
configuration is loaded, NETLAB+ will substitute the correct interface names for the actual
router types being used (if necessary). To do this, NETLAB+ maintains a fixed table of
interface names that should present on each supported router model. Currently, this table
supports two Ethernet and two serial interfaces.

Interface name translation requires administrators to ensure that each router’s interface names
specified in the NETLABg supported router list:
http://www.netdevgroup.com/ae/labdevices.htm#routers. This may influence serial WIC type
and slot.

If possible, you should always use the same hardware models on a similar pod type. This way,
the interface names will not be a factor during automated load and save operations.

3.11.2 Cable Guidance
Each managed device can provide cabling guidance for the administrator. This feature is

currently used by NDG for NETLABAg pods. This feature is not yet documented for general
use.
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3.11.3 Modifying a Managed Lab Device

To modify a managed lab device, select the device by clicking the appropriate ﬁl button.

General Image Control Device R emaote PC Build
Edit | Index Tupe M ame Haotzpot CS + A5 + 50 + [MN=| Cables
ﬁl 1 q‘ Office Router 176.74,235,130 Mo | view/set
ﬁl 2 E‘ Remote Fouter 32472385127 Mo | viewdzet
A|| 3 | e otice Swich 165,173,245 233 No |view/set
Al + | ™ Remote Switch 312,179,393,233 No |view/set

b Add Device | (&) Set Hotspots |

See section 3.11.1 for a description of each field on the page.

Dewice [(ffice Router]

Index || w
Hame |Office Router [required]

Device Type | () Managed Houter
O Managed Switch
O Managed Firewall

Control Switch Recovery Port | ot set »
Access Server Preferred Port | fot et »
Switched Outlet Preferred Port | Pot set w

Interface Hame Translation | Ovag (&g

shaw help tipz ]

() OK | = Remove Device | [£3 Cancel |

Select OK to save your modifications.

3.11.4 Deleting a Managed Lab Device

To delete a managed lab device, select the device by clicking the appropriate ﬁl button on
the Device tab (See section 3.11). The Remove Device button is available on the device page
(See previous section).
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3.12 Remote PCs

A pod design contains very little information about remote PCs. Most of the remote PC
settings are determined by the administrator when an actual pod is added to the system.

Remote PCs are optional.

Remote PCs are managed from the Remote PC tab.

General Image Control Device Hemote PC | Euild
Edit Index |con M ame Hatzpiot
| g, PCT 149,282,194,330
2| - Q_F, PC2 205,282,251,330
A s g, PC3 332,282,376,329

< AddPC | @ Set Hotspots

3.121 Adding a Remote PC

Click on the Add PC button. NETLAB+ will display the New Remote PC dialog.

New Remote PC

Index |1 v
Display lcon |_
@E—L O g
Hame |(PC1 [required]

show help tips [

() OK | 3 cancel |

Index. Determines the order that the PC will appear in the various lab access tabs.
Display Icon. Determines which icon (PC or server) will be associated with the PC, and
displayed on various pages. This setting only affects the icon that is shown. It does not affect

functionality.

Name. The name of the PC.
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3.12.2 Modifying a Remote PC

To modify the settings for a Remote PC, select the device by clicking the appropriate ﬁl
button.

eneral Imange Cartral Device Remote PC | Build
Remote PC
Edit | Index In:u:un I arne Haotzpot
F'I:1 145,282,194.330
F'EE 205,282,251,330
, PC3 332,282,376.323

<5 Add PC | (® Set Hotspots

Please refer to the previous section for descriptions of each field.

Remote PC [PC1]

Index || w»
Digplay leon I_
od o8
Hame [P [required]
shaw help tipz [ ]

(g OK | = Remove PC | 3] Cancel |

After completing modifications, select the OK button.

3.12.3 Removing a Remote PC

To delete a Remote PC, select the device by clicking the appropriate ﬁl button on the
Remote PC tab (See section 3.12.2 ). The Remove PC button is available on the Remote PC
page (See previous section).
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4 Working With Pod Design Files and Builds

Pod designer does not create actual pods. Rather, it produces an NPD file, which is a pod
template. The administrator and each instructor share a common folder where NPD files
are stored and manipulated by pod designer. NPD files can be exported to your PC,
shared with others, and transferred to other NETLAB+ systems.

The NPD file format has built in version control. Each version is called a build. Builds
are managed from the build tab. When all desired changes have been made to the NPD
file, the build is committed. Only a committed build can be installed into the NETLAB+
database, which allows the administrator to add actual pods based on the pod design.

Pod Designer Shared Fdder NETLAB+
— Database
— Pod Designer
r,:s; q.isg* — f —
et el Qredte Install
NPD Files Modity

Inport T lm(aﬂm‘«@

Instructor or Administrator's PC

A new build must be created to make further changes to the pod design. All changes
must be made to the NPD file.

Certain settings cannot be changed once the first build is committed, unless the pod design is
retooled. Please see section 4.12 for discussion.

Y ou cannot modify pod designs directly in the NETLAB+ database. Therefore, it is
important to export, backup and protect your NPD files.

Always keep backup copies of your pod designs. Pod design files are not automatically backed
up by the system. The export function is used to make backups and is described in section 4.7.

When you are done working with a pod design, always click on the Close Pod Design
button at the bottom of the tabbed interface. This will ensure that all changes are saved
and the file is unlocked.
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4.1 The Build Tab

Many of the tasks described in this section are managed from the build tab. A set of
buttons for different actions will appear on the right side of the build tab. The buttons
shown on the build tab will vary depending on the state of the build, and if the NPD file
is being modified.

MyNETLAB Logout Help

MHame Build| Committed | Author (D Global 10 Filz Size | Last Modified [y-m-d h:mes]
Custom Pod 1 3 Mo JDOE DOCO_FOEB_BSEY_44B7 BY2E | 15.767|2006-08-02 021711 UTC

To prevent zimultaneous modificationz, no other uzers can modify this file untl pou cloze the pod dezign or log out,

General Image Control Device Femote PC Build

[&] Commit |
Build D'escriptian R etool

3 | Created 2006-08-02 0217171 UTC by Jane Doe [jdoe2008] on Q000 0000 Q000 | Mo @ Retool |
2 gglgnnmitted 2006-08-02 01:50:10 UTC by Jane Doe [jdoe2008] on 0000 0000 Mo E Export |

1 gﬂ::ulgnnmitted 2006-08-02 01:28:22 UTC by Jane Doe [jdoe2006] an 0000 0000 s = Delete |

4.2 Modifying a Build

To modify a build, click on the Modify Design Button at the bottom of the tabbed
interface. Once you are modifying a build, you can make changes to almost all of the
settings contained within the design file.

e Ifyou are already modifying, the Modify Design button will not appear.

e [fthe current build is committed, you must create a new build as described in section 4.11

before changes can be made.
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Pod Designer
MyNETLAE Logout Help

i ame Eiuild| Committed | Author [D Global [0 File Size | Lazt Modified [y-m-d bz
Custom Pod 1 2 Mo |JDOE OOCO_FOEE_BSEY 44BF BY2E | 15,700 2006-08-02 01:28:43 UTC

General Imange Cantral Device Remate PC Build
L export |
Build Drezcription Fetool

2 |Created 2006-03-02 01:28:43 UTC by Jane Doe (jdoe2006) on 0000 0000 0000 | Mo = Delete |

Committed 2006-08-02 01:23:22 UTC by Jane Doe [jdoe2006] on 0000 0000 s

T onon

button does not appear if the design
file is already being modified

[£3) Close Pod Design | _J® Modify Design |

If a modification password is assigned to the design file, you will be asked to provide the
correct password before modification is allowed.

Password Required

Thiz file iz pazsword protected. Before chanaes are allowed, you must zupply the
current modification paszward.

Enter the current modification password: [required]

() OK | [3 Cancel |
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4.3 Committing a Build

The NPD file format has built in version control. Each version is called a build. Builds
are managed from the build tab. When all desired changes have been made to the NPD
file, the build is committed. Only a committed build can be installed into the NETLAB+
database. To commit the current build, click on the Commit button in the build tab.

You must be modifying the design file in order for the Commit button to appear.

General Image Control Device Remaote PC Build
. | (@) Commit
Build Drezcription A etool

2 | Created 2006-08-02 01:28:43 UTC by Jane Doe [jdoe2006) on 0000 0000 0000 | Mo @ Retool
1 Eggnmltted 2006-08-02 01:28:22 UTC by Jane Doe [jdoe2006] an 0000 0000 3 n Export |

= [elete |

Confirm that you wish to proceed with the commit action by again selecting Commit.

@ Commit build ?

# Once committed, this design cannot be changed
without creating a new build.

£y Commit | [7) cancel |

After confirming the commit, further changes to the build will be locked out. You can
now install the build in the NETLAB+ database.

All parameters in the pod design can be changed during the initial (first) build. After you
commit the initial build, certain settings (see below) cannot be changed unless you refool the
pod design. Retooling will require you to reinstall any actual pods based on the design. The
retooling procedure is explained in section 4.12.

Setting that can always be changed: Settings that cannot be changed without
retooling:
e Images and Hotspots e Number of Access Server Ports
e VLAN Pool Size (partial) e Number of Switched Outlets
e Default VLAN Map e Number of Consecutive Control Switch Ports
e Cable Guidance e Lab Devices
¢ Remote PCs
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4.4 Installing a Build

Before a pod design can be used, it must be installed into the NETLAB+ database. If the
current build is committed, an install button will appear on the build tab.

To install the current build, click on the install button located on the build tab.

General Image Control Device Remaote PC Build
| mymstan |
Build D ezcription A etool

»  Committed 2008-08-02 01:50:10 UTC by Jane Doe (idoe2008] on 0000 0000 Mo [+] New Build |

Q000
[ Export |

1 Committed 2006-03-02 01:28:22 UTC by Jane Doe [jdoe2006] on 0000 0000

nda
0000 = [Delete |

Complete the configuration dialog:

6 Install this build?

Enter installation passwaord:

Install Build | [3 Cancel |

e NETLAB+ will not install the current build if it is already installed.

e NETLAB+ will display a warning message if you are about to install a build that is older
than the currently installed build.

e If the pod design requires an installation password, you will be required to enter the
correct password at this time. (See section 3.6.1)

Once you have installed your pod design it becomes an asset that your classes can use and rely
upon. As always, it is important to keep a backup copy of the pod design. You will need the
pod design file if you want to make changes. Please see section 4.2 .
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Pods are added to the NETLAB+ system using the Equipment Pods administrator function.

EXISTING PODS  (click on the GO buttons to manage & pod)
Zoo D PoD TYPE PoOD MAME STATLS ACTRTY

BASIC ROUTER POD v2

il
1 < 3 Routers POD 1 ) OFFLINE IDLE

gl - e:l_i PC Support

BASIC SWITCH POD v2
gl 2 | &4 1 Router, 2 Switches | pOD 2 () OFFLINE IDLE

= PC Support

IPT POD 2 Routers

A 3 | EEA 2 Switches | IPT Pod @ OFFLINE IDLE
_I - “ Lﬁ PC Support
4b Add a Pod | { Take All OFFLINE | 4 Bring All ONLINE | <2 Back |

Select Take All OFFLINE if any of the pods are online.

Select Add a Pod

NETLABg users will see NETLAB,; pod types provided by NDG along with any
installed custom pod designs among the selections.

POD T%PES (zelect one)

SELECT POD TYPE
ADVANCED ROUTER POD

0] @ Frame / ISDN / Dial

ADVANCED SWITCH POD

# ' 3 Routers
er:é 5 Switches

BASIC ROUTER POD

3 Routers
o @

BASIC ROUTER POD v2

ﬁj 3 Routers

7 PC Support

Custom Pod 1 2 Routers
& “ ﬁ 2 Switches
=i

PC Support

DESCRIPTION

AE Advanced Router Pod %1
Frarme / IS0MN f Dial

AE Advanced Switch Pod %1
3 routers, 5 switches

AE Basic Router Pod %1
3 routers

AE Basic Router Pod W2
3 routers, PCs

Custam Paod 1
Mew FPod for Fictional University
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After selecting the pod type, the New Pod Wizard will prompt for information on control
device settings. Please refer to the Adding New Pods section of the NETLAB+ Administrator
Guide for details on continuing this process

4.6 Creating Lab Exercises for Pods

In order for a pod to be available for use by a class, the pod type must be referenced in at
least one lab exercise from a lab design selected for the class. Therefore, it is often
desirable to create a lab exercise that allows a class to reserve a particular type of pod.
This exercise will typically have no lab activity and will use the settings shown here:

Global Lab I JDOEZ2006_00CO_FOBE_BSE7 44BA_G4B4 0005

Index |4 =

Lab Hame Reszerve Custom Pod 1 (no lab exercise) [required)
Pod Type Custom Pod 1
Time Limit | up to clags maximum %

Lab Document | pone w

Topelegy Image | use pod topology image |+
Preset Configuration | fone L4

Assessment Options | [] always load the specified preset configuration
[] dizable lab preview feature
[] dizable lab zelection from ILT exercize tab
[] disable configuration laad tab and features
[[] disable configuration save tab and features
[ ] disable the action tab and its features
[] disable automated scrub feature from action tab
[] dizable password recovery feature from action tab

[] dizable power control features from action tab

Alternate Device Hames | (&) .. pod device names

O cLztom names

At least one lab exercise must be created using Lab Designer in order to make the pod
available to classes. Please refer to the Relationship Between Classes, Lab Exercises,
Reservations and Pods section of the NETLAB+ Lab Design Guide.
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4.7 Exporting and Backing Up Pod Design Files

The export function downloads a copy of a pod design from the pod design folder on the
NETLAB+ server, to your local PC. You can use the export function to make a backup copy of
your pod designs. Similarly, you can use the import function (see 0 ) to restore a pod design.
Import and Export can be used to share pod designs with other users and/or other NETLAB+
systems. However, only one instance of a pod design can be installed per system (see 4.4).

4.8 Importing and Restoring Pod Design Files

The import function uploads a copy of a pod design on your local PC, to the pod design folder
on the NETLAB+ server. Import is the opposite of export. You can use the import function to
restore a backup copy of your pod designs. Import and Export can be used to share pod
designs with other users and/or other NETLAB+ systems. However, only one instance of a pod
design can be installed per system (see 4.4).

= Pod Designer is used to create custom pods for NETLAR+ systems,
= } Please refer to the NETLAB+ Pod Design Guide,
—

Exizting Pod Deszigns

kA E BUILD CORMIT AUTHOR ID GLOBAL D AUTHOR
Cuztom Metwark Pod 1 Mo JDOE2006 |00CO_FOBE_BSETV_44CF_AB4F  |Jane Doe
Cuztom Pod 1 3 Yes |JDOE 00C0_FOBB_BBEY_44B7Y BV2E | Jane Doe
Rivendale Academy CCHP Pod 1

Mo |RMNCCMWP  |00CO_FORB_BSEY_44CA_3EFS  |James Madison

53] Exit | o2 Create New Pod Design | ‘3, Show Installed Designs | 4| Import Design |

Select the Import Design button located at the bottom of the main Pod Designer page.
You may enter in the complete path and file name, which must end with the NPD extension.
Select the OK button to upload the specified pod design

Import Pod Design File

Toimport a pod design, specify the path of an MPD file on pour PC or wark station, or
click the browsze/chooze button,

Path to Pod Design File {.npd} |u::ﬂduwn\JDDE_DDCD_F[ Browse...

() OK | [3 Cancel |
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You may also import a pod design by selecting the Browse button, which will allow you
to traverse your directory structure and select the file to upload.

File Upload 3
Look jrc | () Dawn ¥ @ E

| AECCNAZY310_00C0_FOGB_BSET_4444_70AC.00001.nb:
ub | AECCNAZV310_00C0_FOGB_PSE7_444F_CODS.00001.nbe
MyRecent |G AECCNA4YI10_0DC0_FOSE_BSE?_44AF_C150.00001 .k
Documents 5] AECCNAXV210EN_00CO_FOE8_PBSE7_44B2_CDD2.00001.nlx
- 5] AEFNSP120EN_D0CO_FDGE_BSE?_444F_D28A.00001.nk
ﬁ' | AEFNSR120EN_N0DCO_FOGE_PSE7_444F_D247.00001 nk
Desktop | B AENS120EN_OOCO_FOSE_BSE7_444E_C072.00001.nk
= IDOE2006_00CO_FOSB_BSE7_44BA_64B4-00004.nl%
JDOE_DOCD_FOGE_BSE7_44B7_B72E.00001.npd

My Documents

o8

My Computer

@ Fie game: |JDOE_00C0_Fo68_BSE7_4487 B726.00001. % | [ Dpen |

MyNetwolk  Filesoflype: | AllFies v| [ Canes |
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To see a list of the pod designs that are installed on your NETLAB+ system, select the
Show Installed Pod Designs button located at the bottom of the main Pod Designer page

9

(See section 0).

nstalled Pod Designs
MakdE

AE Advanced Router Pod W1

ELILD

2

AUTHOR/AORG

Jane Doe
Fictional Mame University

Viewing a List of Installed Pod Designs

LSED

www.netdevgrroup.com

ICOMATYPE
ADVANCED ROUTER POD

u @ Frame /1SDN / Dil

ADVANCED SWITCH POD

J ] -
AE Advanced Swich Pod V1 | 1 Fietional Name Universty | 3 Pouters
N witches
BASIC ROUTER POD
) Jane Doe
AE Basic Router Pod 1 1 Fictional Mame University a @ 3 Routers
BASIC ROUTER POD v2
0 Jane Doe e
AE Basic Router Pod V2 3 Fictional Mame University 1 e‘_l P%znul'g;:_t
e
| 0 BASIC SWITCH POD
. . ane Doe
AE Basic Switch Pod V1 3 Fictional Mame Univerzity 0 % 2 ;?&'ﬁ:;s
BASIC SWITCH POD v2
AE Basic Switch Pod 2 3 Jane Doe |1 | &= 1 Router, 2 Switches
Fictional Mame University Ll PC Support
Custom Pod 1 2 Routers
Cuztom Pod 1 3 Jane Doe . 1] G‘i "ﬁ 2 Switches
Fictional Mame Univerzity | PC Support
-l

@Exitl

410 Uninstalling a Pod Design From the NETLAB+ Database

The option to uninstall a pod is available only to the NETLAB+ administrator. Select the
option to Show Installed Pod Designs (See section 4.9) and select the file name of the pod
design to uninstall. The uninstall button will display if uninstalling is permitted for the pod
design. The uninstall button is not displayed for NETLAB,g pods provided by NDG.

e Caution: Ifa pod design has been installed on your system and used to add pods to
your NETLAB+ system (using the Equipment Pods administrator function, see the
NETLAB+ Administrator Guide for details), the pods must first be deleted from the
system before uninstalling the pod design. This is necessary to prevent access conflicts
to control resources.

e NETLAB, pods provided by NDG are part of the base product. They cannot be
uninstalled.
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The option to uninstall a pod is available only to the NETLAB+ administrator.
Select the option to Show Installed Pod Designs (See section 4.9) and select the file name of
the pod design to uninstall. The uninstall button will display if uninstalling is permitted for the

pod design. The uninstall button is not displayed for NETLABAg pods provided by NDG.

Pod Type Manager
MyNETLAB Logout

Installed Pod Design

= 2 Routers
Name Custom Pod 1 .E 2 Switches
L PC Support
Build |3
Author 1D | JDOE
Global ID 0OCO_FOBE BSEY 44B7 BY2E
Descrption | Mew Pod for Fictional University
Zuthor | Jane Doe
Organization |Fictional Mame University
Copyright | Copyright @ 2006, Fictional University

Support AL

Maote f
Cormment

Origir
Ilzed

Can Uninztall

@Exitl

http: fhanener fictionalname. arg

Custom
0

fes, by

. == LIninstall
administrataor

i

Select OK to remove the pod design from the system

6 Remove pod design "Custom Pod 1" ?

() OK | [ cancel |

METLAB+ 4.00¢
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4.11 Creating a New Build

The NPD file format has built in version control. Each version is called a build. A new
build must be created to make further changes to a pod design. All changes must be
made to the NPD file. Once a build is committed, no further modifications may be made.
In order to make additional changes to the pod design, a new build must be created.

General Image Contral Device Remate PC Build
e nmstan |
Build Drezcription R etoal
4 Committed 2008-05-02 04:23:02 UTC by Jane Doe (idos2006] on 0000 0000 Mo | [#] New Build |
0oan
5 | Committed 2008-08-02 03:20:55 UTC by Jane Doe (jdos2008] on 0000 0000 No [ Export
— . . = [elete |
Committed 20068-08-02 01:50:10 UTC by Jane Doe [jdoe2006) on Q000 0000
2 | oooo it
1 Committed 2006-03-02 01:28:22 UTC by Jane Doe [jdoe2006] on 0000 0000 ;
0oan na

The New Build button will be available on the build tab only if the current build has been
committed. Select the checkbox to remove pod design files from previous builds if
you wish to have the previous builds for this pod design deleted the pod design folder on
the NETLAB+ server.

You may wish to keep your previous build should any circumstance cause you to decide
not to proceed with the installation of the changes you plan to make to the pod design.

Create new build?

remove pod design files from prewvious builds

() OK | 3 cancel |

Select OK to proceed with the build.
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Retooling a Build
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All parameters in the pod design can be changed during the initial (first) build. After you
commit the initial build, certain settings (see below) cannot be changed unless you retool
the pod design. Retooling will require you to reinstall any actual pods based on the

design.

Setting that can always be changed:

build without retooling:

Settings that cannot be changed after the first

Images and Hotspots
VLAN Pool Size (partial)
Default VLAN Map
Cable Guidance Lab Devices

Remote PCs

Number of Access Server Ports
Number of Switched Outlets
Number of Consecutive Control Switch Ports

If the settings you must change to the pod design fall into the retooling category in the table
above, proceed with the Retool option, available on the Build tab.

General

Image Contral Device FRemate PC Build

. (@) Commit

Build D escription R etool
B | Modified 2006-08-02 16:02:42 UTC by Jane Doe [jdoe2006] on 0000 0000 0000, Ma @ Retool
5 ggannmltted 2006-08-02 04:33:09 UTC by Jane Doe [jdoe2006] an 0000 0000 No Clone
4 gﬂ::uannmitted 2006-028-02 04:23:02 UTC by Jane Doe [jdoe2006] on 0000 0000 Mo E Export
3 Committed 2006-08-02 03:20:55 UTC by Jane D oe (jdoe2008] on Q000 Q000 No == Delete
oo0oo
2 Committed 2006-08-02 071:50:10 UTC by Jane Doe [jdoe2008] an 0000 0000 N
0000 .
1 Committed 2006-08-02 07:23:22 UTC by Jane Doe [jdoe2006] an 0000 0000 /
0000 fea

Keep in mind that it will be necessary to reinstall any pod based on the design. The extent of
the modifications that may be performed using the Retool option allow modifications to the
pod design which can significantly change it from the previous build. Reinstalling any pods
using the design is necessary in order to prevent access conflicts to control resources.

Select the Retool Design button to proceed.
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@ Retool Build?

Retooling permits unrestricted modification of the
design, but will break compatibility with installed pods.

WARNING: to install a retooled build, you must delete
and reinstall any pod based on this design.

[R) Retool Design | [5) cancel |

After retooling, unrestricted modification of the pod design settings will be permitted.
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413 Cloning a Build

Use the clone feature to create derivative works based on a pod design. The cloning
feature must be enabled in the general settings.

General Image Control Device Remaote PC Build
L — ) commit |
Bruild Drezcription Fetool

B | Modified 2006-08-02 04:34:17 UTC by Jane Doe [jdoe2006] on 0000 0000 0000 | Mo @ Retool
5 Committed 2006-03-02 04:33:09 UTC by Jane Doe [jdoe2006) on 0000 0000

0000 Mo Clone
4 Egannmitted 2006-08-02 04:23:02 UTC by Jane Doe [jdoe2006] an 0000 Q000 Mo E Export |
3 Committed 2006-08-02 03:20:55 UTC by Jane Doe [jdoe2008] on 0000 Q000 Mo == Delete |
Qoao
Committed 2006-08-02 01:50:10 UTC by Jane Doe [jdoe2008] on 0000 0000
2 oooo Ho
Committed 2006-03-02 01:28:22 UTC by Jane Doe [jdoe2006) on 0000 0000
1 000 nda

The clone button does not appear if cloning permitted is not checked in the design.

If a Cloning password requirement has been set, the password must be entered in order to
proceed.

@ Clone build?

Enter cloning password; | % %%

Clone | [ cancel|

You will be required to enter a new Pod Design ID and modify the pod design name in
order to create the clone. A description of the fields on the page may be displayed on the
page by selecting the “show help tips” checkbox in the lower right corner of the page.

A cloned pod design is a derivative work, not an exact copy. NETLAB+ automatically assigns

a new globally unique ID number to the clone.
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Clone Build

HName |Custom Pod 2 (required]
Author's Pod Design ID | |DOE2006 [required]
Description  |MNew Pod for Fictional University
Author | Jane Doe
Organization | Fictional Mame Lniversity
Copyright | Copyright © 2006, Fictional University
support URL | hitp: MAeesewe fictionalname. org

Hote [ Comment

Cloning Thiz pod design may be cloned

4.14 Deleting a Pod Design

To delete a pod design file from the folder, select the Delete button located on the build
tab.

General Image Control Device Remaote PC Build
L —— nmstan |
Build Drezcription A etool

Committed 2006-08-02 04:23:02 UTC by Jane Doe [jdoe2006) on 0000 0000 Mo [+] New Build |

4
Qo0
5 | Committed 2006-08-02 03:20:55 UTC by Jane Doe (jdoe2008) an 0000 0000 No [ Export
Qo0
= Delete
Committed 2006-08-02 01:50:10 UTC by Jane Doe [jdoe2008] on 0000 0000
2 ooon e
Committed 2006-08-02 01:28:22 UTC by Jane Doe [jdoe2008] on 0000 0000
1 000 n#a

Please note that deleting the design file does not automatically delete the pod design from
your NETLAB+ system database. To proceed with the deletion, select the Delete File
button.

® Delete this design file?

This will only delete the design file. If this design is
installed, it is not automatically delete from the system
database.

== Delete File | [£3 cancel |
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