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1 Background

NETLAB+ remote PCs and servers in a pod can be implemented using virtual machines
running on VMware vSphere 4. The flexibility and broad selection of operating systems
and configurations that may be provisioned on a virtual machine offer great potential to
support IT training in a wide range of disciplines using NETLAB+.

This guide provides information on NETLAB+ remote PC VMware implementation, using
ESXi versions 4.01 and 4.1 U2 with vCenter.

In the subsections below, we will begin by bringing to your attention the prerequisite
knowledge recommended, along with building a fundamental understanding of how
remote PCs, virtualization and NETLAB+ work together.

Objectives

e What should | know before proceeding?

e What is a remote PC?

e What can users do with a remote PC?

e What is a virtual machine?

e How do NETLAB+, VMware vCenter and VMware ESXi work together?

1.1 What should | know before proceeding?
NETLAB+ communicates with VMware vSphere to perform automated tasks and virtual
machine management. Users of this guide should have a working knowledge of

VMware vCenter, the vSphere Client and VMware ESXi.

NETLAB+ administrators using this guide should be comfortable with the process of
creating and configuring a virtual machine “from scratch” (using the vSphere Client).

The VMware vSphere Virtual Machine Administration Guide provides detailed guidance
on provisioning virtual machines.
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1.2 What is a Remote PC?

A remote PCis a personal computer or server that can be remotely accessed from
another desktop. Remote access allows a user to have full access to the keyboard, video,
and mouse of the remote PC. NETLAB+ provides built-in client software for remote

access, which is loaded automatically via the user’s web browser.

Campys

User

6/29/2012
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1.3 What can users do with aremote PC?

Users can remotely access the keyboard, video, and mouse of a remote PC. NETLAB+
also provides special features such as shared simultaneous access, interfacing with real
lab equipment (routers, switches, and firewalls), remotely powering a PC on or off, and
restoring the PC to a clean state. This offers a wide range of possibilities. Here are a
few scenarios that are being used today.

e Online Lab Delivery. Provide students with self-paced, scheduled access to real
operating systems and application software, without distributing software or
licenses.

e Distance Learning. Provide remote instructor-led training by allowing
simultaneous shared access to remote PCs and remote servers. Several users
can connect to and share the remote PC’s graphical user interface at the same
time. Using NETLAB+, students can observe what the instructor is doing on the
remote PC, and vice-versa.

e Resource Scheduling. Provide scheduled usage to limited physical lab
equipment and virtual machine host servers. Proactive Resource Awareness
allows you to timeshare virtualization servers using the NETLAB+ scheduler.

e Online Network Training. Provides online delivery of network training. Remote
PCs can be interface with real lab equipment, such as routers, switches, and
firewalls, all of which can be accessed remotely using NETLAB+.

e Online General IT Training. Provide on-line access to real operating systems and
real application software. Using NETLAB+, remote PCs can be completely
isolated from production networks, providing a safe environment for instructors
and students to do things that are not typically allowed on production networks.
Students can safely experience administrative privileges in complex computing
environments. You can now provide labs that are not practical for students to
set up at home, or scenarios that would be too difficult to set up by new IT
students. NETLAB+ includes 25 virtual topologies that can be used to teach a
variety of courses, including Linux, Microsoft or Cyber Security. Pods using these
topologies can be created very quickly using NETLAB+'s pod cloning and
automated network features.

e Online Security Training. Provides online delivery of security training. Using
NETLAB+, remote PCs can be completely isolated from production networks,
providing a safe environment for instructors and students to do things that are
not typically allowed on production networks. This might include configuring PCs
and lab devices using administrator privileges, installing new software, capturing
network traffic, experimenting with firewalls and VPNs, dealing with live viruses
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and malware, and scanning networks. At the end of the lab reservation,
NETLAB+ will undo any changes.

e VMware vSphere ICM Course. The VMware vSphere ICM course prepares your
students for the VMware Certified Professional exam. NDG has partnered with
VMware to prepare a series of labs for the NETLAB+ environment. Using the
virtualization and pod assignment capabilities of NETLAB+, each student has
access to their own set of virtual equipment, which they may maintain exclusive
use of throughout the course. Student pods can be created very quickly using
NETLAB+'s pod cloning and automated network features. NETLAB+'s use of
virtualized lab components results in a significant cost reduction by allowing
several pods to run simultaneously on one physical server. For more information,
please visit https://www.vmware.com/partners/programs/vap/.
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1.4 What is a Virtual Machine?

In NETLAB+, a virtual machine is a remote PC or remote server that runs on virtualized
hardware. Although the hardware is virtualized, real operating systems and real
application software can still be used; virtual hardware appears to be real as far as the
software is concerned. In fact, the software running on a virtual machine is allowed to
execute instructions directly on the real CPU. This provides relatively good performance,
comparable to actual hardware in most cases. A special process known as the
hypervisor manages workload among virtual machines (VMs) to ensure that each
application has time to execute.

Virtualization allows you to host real operating systems and real application software
with fewer hardware resources. To implement VMs, the NETLAB+ software interfaces
with third party virtualization products that run on separate servers (not on the
NETLAB+ server). This guide is specific to ESXi 4.01 and 4.1 U2 with vCenter, from
VMware Inc.

Each NETLAB+ remote PC or remote server runs inside of a virtual machine. VMware
ESXi provides virtual CPU, virtual memory, virtual disk drives, virtual networking
interface cards, and other virtual hardware for each virtual machine. ESXi also provides
the concept of a virtual networking switch. Virtual switches can be connected to real
networks via host network adapters, allowing VMs to connect to real networks.
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15 How do NETLAB+, VMware vCenter and VMware ESXi work together?

The following diagram depicts four major components that make up a typical NETLAB+
system setup using VMware vCenter and VMware ESXi 4.x.

CampusLAN NETLAB+ Control Network (isciated)

Real Equipment

CampusUsers (optional, Cisco NetAcad)

VMware vCenter
({can be a virtual machine)

OR
SAN (optional)

0.

,&',‘

-
' Physical Servers Running VMware ESXi ESXi Local Disks
VMuware ICM Pods

.

. Virtual Machines
' (for Cisco pods)

Remote Users

. /

1. The NETLAB+ server provides the user interface for student and instructor access, an
interface to manage VMs, and software features to automate virtual machine pod
creation. This document assumes you have already setup your NETLAB+ server.

2. VMware vCenter is used to manage your physical VMware ESXi servers, to create
VMs, and to take snapshots of virtual machines. NETLAB+ communicates with
vCenter to perform automated tasks and virtual machine management.

3. Physical VMware ESXi servers host the virtual machines in your virtual machine pods.
In the example environment shown here, there are two host servers. Each NETLAB+

remote PC or remote server runs inside of a virtual machine

4. Pods consisting of virtual machines reside on your physical ESXi host server disks.
Optionally, these VMs can reside on a Storage Area Network (SAN).

Virtualization using ESXi is performed on separate physical servers, not included with
NETLAB+. You can interface with multiple ESXi servers if necessary.
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Here is list of features and benefits provided by NETLAB+, working in conjunction with
VMware vCenter and VMware ESXi.

e Remote Access. The keyboard, video and mouse of each virtual machine can be
accessed without a “backdoor” network or interface on the virtual machine.
Access to a virtual machine is proxied through NETLAB+ and the virtualization
host system, similar to KVM-over-IP hardware solutions. No special client
software (other than Java) is required on the user’s computer. NETLAB+ will
download its remote PC access application to the client whenever the user clicks
onaPC.

e Sharing. Multiple users can share access to a virtual machine simultaneously.

e Connection Proxy. NETLAB+ multiplexes virtual machine traffic using a single IP
address and two TCP ports. It also provides a front-end to the virtual machine
environment, so that virtualization servers and VMs do not have to be placed on
production networks. This significantly increases security and eases firewall
administration. If the user has a valid lab reservation, NETLAB+ will proxy client
access to the keyboard, video and mouse of the virtual machine. This access is
terminated when the lab reservation completes, ensuring that users of different
reservations do not interfere with each other.

e Automated Operations. Users may power on, power off, and revert to clean
state (scrub) from the NETLAB+ web interface.

e Snapshots. NETLAB+ supports revert to snapshot. Changes to a virtual machine
can be discarded at the end of a lab reservation, returning the PC to a clean state.

e Progressive Labs. Using NETLAB+ Pod Assigner, students may be assigned their
own pod and personal VMs for an entire course. These VMs will retain their
state between lab reservations.

e Linked Virtual Machines. NETLAB+ cloning operations support linked virtual
machines. A linked virtual machine shares virtual disks with a master virtual
machine in an ongoing manner. This conserves disk space and allows multiple
virtual machines to use the same software installation. Linked virtual machines
can be created very quickly because most of the disk is shared with the master
VM.

e Pod Cloning. Pods containing only virtual machines can be cloned in a single
operation. This is called pod cloning. The NETLAB+ administrator can clone a
master pod very quickly. Using linked virtual machines, a typical pod can be
cloned in one minute or less.

e Automatic Networking. Many NDG provided pods templates support automatic

networking. When a pod starts, NETLAB+ will create all the necessary virtual
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switches and/or port groups on the VM’s host server, and bind each virtual
machine network adapter to the correct port group. At the end of the lab
reservation, NETLAB+ will delete the virtual switches and port groups used by
the pod to free networking resources.

Automatic Remote Display Setup. NETLAB+ now supports automatic setup of
remote display parameters on virtual machines. This feature combined with pod
cloning and automatic networking allows pods to be deployed very quickly from
a set of master VMs without any manual setup.

Proactive Resource Awareness. Proactive Resource Awareness allows you to
time-share virtualization servers using the NETLAB+ scheduler. If scheduling a
particular pod would exceed the virtualization host server limits in a 30-minute
time slot, the pod cannot be scheduled at that time and will be clearly indicated
on the scheduler. This feature allows you to increase trainees with fewer servers
while providing a good lab experience.

VM Deletion. Virtual machines can be removed from the inventory and/or

completely from the disk directly from NETLAB+. When deleting a pod, NETLAB+
provides the option to delete all virtual machines in one operation.
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2 Planning

2.1 VMware Product Comparison

The following table compares NETLAB+ support for selected VMware hosting products.
This guide is specific to VMware vSphere ESXi with vCenter.

Do not use VMware vSphere 5. NETLAB+ does not support vSphere 5 at this time due to
several known issues (regarding ESXi and vCenter). See the NETLAB+ Remote PC
Support page for the most current information. The diagram below illustrates the
supported options.

ICM 4.1 Virtual Pods
on ESXi 4.1U2 Physical

Supported

Physical Host
VMware ESXi 4.1 U2

ICM 4.1 Pod VMs
ESXi4.1

ESXi4.1

vCenter 4.1 (Windows)
vclient VM

SAN VM

Other Pod(s)

ICM 5.0 Virtual Pods
on ESXi 4.1U2 Physical

Supported

Physical Host
VMware ESXi 4.1 U2

ICM 5.0 Pod VMs
ESXi5.0
ESXi5.0
vCenter 5.0 (Appliance)
velient VM

SAN VM

Other Pod(s)

Any ICM Virtual Pod
on ESXi 5.0 Physical

Not Supported

Physical Host
VMware ESXi 5.0

ICM 4.1/5.0 Pod
ESXi

ESXi

vlenter

velient VM

SAN VM

Other Pod(s)

e VMware ESXi 4.1 U2 is currently recommended for physical host servers.
e VMware vCenter 4.1 is currently recommended for NETLAB+ VM management.

6/29/2012
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THIS GUIDE

VMware VMware VMware VMware
VMware Product ESXi ESXi ESXi ESXi

vCenter vCenter vCenter Standalone
VMware Major Version(s) 5.0 4.1 U2 4.01 4.01
NETLAB+ Support Not Supported = Recommended Supported Supported
Minimum NETLAB+ 2011.R2 2011.R2 2009.R1
Version
Architecture Bare Metal Bare Metal Bare Metal

Hypervisor Hypervisor Hypervisor

VMware Versions
Tested by NDG 4.1 U2 4.01 4.01
Host Operating System
Required No No No
vCenter Required Yes Yes No
Support ICM 4.1 Pods Yes No No
Support ICM 5.0 Pods Yes No No

The documentation and screen-shot examples in this guide illustrate the use of ESXi 4.1
U2 for host servers. NETLAB+ system software will work with ESXi 4.01 servers, but be
aware that if you plan to use your NETLAB+ system to teach the VMware IT Academy
Program Install, Configure, Manage (ICM) 4.1 or 5.0 course, ESXi 4.1 U2 is required for
the ICM course and ICM pod deployment.

If your system is currently using ESXi 4.01, upgrading to ESXi 4.1 U2 is recommended.
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2.2 NETLAB+ Feature Support

The following table compares NETLAB+ features that are supported with various
VMware virtualization products.

THIS

GUIDE

VMware VMware
NETLAB+ Features ESXi ESXi

vCenter  Standalone
VMware Major Version(s) 4‘.11'062 401
Remote PC Viewer Yes Yes
Power On / Off VM Yes Yes
Revert to Snapshot Yes Yes
Integration with VMware vCenter Yes
VM Inventory Yes
Linked Clones Yes
Clone VM Pods and Individual VMs Yes
Automatic Networking (1) Yes
Automatic Remote Display Setup (2) Yes
Delete Pod VMs and Individual VMs Yes
VMware vSphere ICM Course Support (3) Yes

(1) NETLAB+ will automatically setup networking on NDG standard pods.
(2) NETLAB+ will automatically program Remote Display parameters.

(3) VMware vSphere ICM course requires ESXi 4.1 U2 and vCenter 4.1.

2.3 Virtual Machine Software Licenses

For the purpose of software licensing, each virtual machine is treated as an individual PC
or server. Please refer to the specific vendor license agreements (and educational

discount programs, if applicable) to determine licensing requirements for your virtual
machines’ software, server software, operating systems, and applications.
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2.4 Obtaining VMware vSphere Software and Licenses for the NETLAB+
Infrastructure

The VMware Academic Program enables member organizations worldwide to gain easy
access to cutting-edge virtualization technology and resources at no charge. Eligible
faculty within educational institutions may easily access and download selected VMware
software at no charge.

For further information, please visit:
http://www.vmware.com/partners/programs/education/e-academy.html

Renewable licenses for your physical ESXi Host servers and vCenter Server are available
from the VMware e-academy.

Server Software Source
ESXi Hosts VMware vSphere ESXi Server VMware e-academy website
VMware vCenter Server Standard VMware e-academy website
vCenter Server Windows Server 2008 R2 64-bit MSDN-AA or Retail
Microsoft SQL Server 2008 R2 64-bit MSDN-AA or Retail

2.5 VMware ESXi

Physical VMware ESXi servers host the virtual machines in your pods. Virtualization
using ESXi is performed on separate physical servers, not included with NETLAB+. You
can interface with multiple ESXi servers if necessary.

NETLAB+ is compatible with VMware ESXi versions 4.01 and 4.1 U2. For new
installations, version 4.1 U2 is recommended. The hardware you use for your ESXi
server(s) must be compatible with the version of ESXi you select.

VMware ESXi 4.1 U2 is a required component if you plan to use your NETLAB+ system to
teach the VMware IT Academy Program Install, Configure, Manage (ICM) course. For
more details on NETLAB+ support of the ICM course:
http://www.netdevgroup.com/content/vmita/
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2.5.1 VMware ESXi Host Requirements

The following table shows the specifications for the VMware host machine used by NDG
as the 2012 test platform. We recommend using these specifications as a reference
when planning your own system configuration. Your specific CPU, memory, and disk
requirements will vary depending on the number of active virtual machines and their

respective configurations.

Components
Server Model

Operating System

Hypervisor (installed by you)
Physical CPUs

Hardware Assisted Virtualization Support

Total CPU Cores/Threads

Total System Memory

Chassis Hard Drive Configuration

Storage Configuration Options

(Table continued on next page)

6/29/2012

Recommended Minimum / Features
Dell R710

Specify NO operating system on order.

VMware ESXi 4.1 U2
Two (2) x Intel Xeon E5620 Quad Core @ 2.4GHz"*

Intel-VT and Intel-EPT’
8 cores, 16 threads
Memory requirements vary based on server role or curriculum.

Management Server: 32GB or higher recommended.
Cisco NetAcad only: 64GB or higher recommended.
VMware ICM 4.1 course: 72GB minimum.

VMware ICM 5.0 course: 128GB minimum.

Use 16GB quad-ranked DIMMs for maximum expansion.
(Kingston part number KTD-PE310Q/16G)

6 x3.5"

1.5TB Internal Direct Attached Storage Option4
e H700 RAID Controller, 512MB Cache
RAID 5
3 X 1TB, 3.5 SATA, 7200 RPM 3.0GB/s
Western Digital RE4 WD1003FBYX Recommended
1 VMware VMFS Datastore

3.5TB Internal Direct Attached Storage Option4
e H700 RAID Controller, 512MB Cache
RAID 5
3 X 2TB, 3.5 SATA, 7200RPM, 3.0GB/s
Western Digital RE4 WD2003FYYS Recommended
2 VMware VMFS Datastores

Dell PERC H700 Controllers with 512MB cache are
recommended.
Dell PERC H200 Controllers are NOT recommended.
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(Table continued from previous page)

Components Recommended Minimum / Features
NIC Dual Two-Port Embedded Broadcom NetXtreme Il 5709 Gigabit
Ethernet
Riser Card Riser with 2 PCle x8 + 2 PCle x4 Slot
BIOS Setting Performance BIOS Setting
Power supplies High Output Power Supply, Redundant, 870W
Embedded Management DRACS6 Express
Optical Drive DVD ROM, SATA, Internal

"Minimum recommended processor is Intel E5620 @ 2.4Ghz (4 cores, 8 threads per CPU). VMware ICM
pods have not been tested on AMD based systems by NDG and are not supported.

“Two (2) physical CPUs per server (i.e. dual-socket) are required for VMware ICM pod support (8 cores, 16
threads per host).

364-bit processors with hardware-assisted virtualization (Intel-VT/EPT) are required for good virtual machine
performance and to support VMware ICM course offerings.

“Internal Direct Attached Storage consists of hard drives that reside on the ESXi server and are connected
directly to the host system via a RAID controller.

Please search the VMware Compatibility guide to ensure your ESXi host hardware is
compatible with the VMware version you wish to use.

http://www.vmware.com/resources/compatibility/search.php

NDG Equipment Selection Disclaimer

NDG offers no warranties (expressed or implied) or performance guarantees (current or
future) for 3rd party products, including those products NDG recommends. Due to the
dynamic nature of the IT industry, our recommended specifications are subject to
change at any time.

NDG recommended equipment specifications are based on actual testing performed by
NDG. To achieve comparable compatibility and performance, we strongly encourage
you to utilize the same equipment, exactly as specified and configure the equipment as
directed in our setup documentation. Choosing other hardware with similar
specifications may or may not result in the same compatibility and performance. The
customer is responsible for compatibility testing and performance validation of any
hardware that deviates from NDG recommendations. NDG has no obligation to provide
support for any hardware that deviates from our recommendations, or for
configurations that deviate from our standard setup documentation.
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2.5.2 Special ESXi Host Requirements for VMware IT Academy

Hardware Assisted Virtualization (Intel VT-x) is REQUIRED on any host you use for the
VMware IT Academy Install, Configure, Manage (ICM) course.

The VMware IT Academy labs have not been tested on AMD processors and are not
supported on AMD processors.

The NETLAB+ VMware ICM Pod Installation and Configuration Guide provides detailed
instructions for delivering the ICM course using your NETLAB+ system. You may obtain

this guide through the NDG Lab Resource Center for the VMware IT Academy:

http://www.netdevgroup.com/content/vmita/resource/

2.5.3 Obtaining VMware ESXi and Licenses

The following procedure assumes you are a registered member of the VMware
Academic Program (VMAP). Non-members can obtain evaluation copies of VMware
vCenter and ESXi software from http://www.vmware.com and purchase through retail
partners.

When downloading ESXi it is important to select a version that is compatible with
NETLAB+.

e NETLAB+ is compatible with VMware ESXi versions 4.01 and 4.1 U2.

e For new installations, version 4.1 U2 is recommended.

e VMware ESXi 4.1 U2 is a required component if you plan to use your NETLAB+
system to teach the VMware IT Academy Program Install, Configure, Manage
(ICM) course.

Keep in mind that VMware ESXi version 5.0 is not supported. Do not select VMware
ESXi 5.0.

The current link from VMware Academic Alliance Program is for VMware ESXi 4.1. You
will need to upgrade to 4.1 U2 as recommended.

1. Follow the link provided to you by VMware when you registered in the VMware
Academic Alliance Program. This will take you to the academic software store.

2. Click on Faculty/Staff at the top to see the available downloads. You must be a
registered Faculty/Staff user. For more information, contact the VMware Academy
contact at your school.
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signIn | English | B

vmwarer
|3 Tweet | 0 gLike [EJ Be the first of your friends to like this.
Students
VMware

3. Click on VMware vSphere ESXi Server, which is marked with a red box in the picture
below. This is the first of two software items you will download from the e-academy
website (see section 2.6.2). These items are marked with “Yes” in the picture below.

Faculty/Staff

VMware | Lab Installs

B ==

VMware elearning VMware Fusion 4 (for VMware Player 3
Mac OS X)
VMware vCenter Lab VMware vCenter VMware vCloud
Manager 4 Server Standard Director
VMware vSphere ESXi VMware Workstation VMware Workstation 7
Server 6.5
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4. Click on Add to Cart.

Students Faculty/Staff

VMware vSphere ESXi Server - Download

Manufacturer: vMware, Inc.
! — Free
VMware ESX| 4

Delivery Type: Download
Quantity: Il restricted

Available to: Faculty/Staff I

i Add To Cart I
In Stock

Are you eligible?

2 Tweet 0 1 Recommend I} Sign Up to see what your friends recommend.

You will be able to place an order for this product again in 12 months after the initial order.
The license you will receive with this offering is valid 12 months starting with the 1st of the month the offering was ordered.

5. Signin with your registered login.
6. Click on Check Out to continue.

Your Cart
Name Quantity Unit Price  Price
Vitware viphere ESXi Server - Download 1 Free Free | pamove
Date Added: b i
[ Update Cart | Subtotal: $0.00
" Check Qut  Continue Shopping

7. Read and accept the EULA.
8. Onthe confirmation page, click on Proceed With Order.
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9. Onthe receipt page, record the serial number found under Items. You will need
this serial number for the installation later.

Items Al prices sra in US Dollars

Hamae Quantity Unit Cost Amount
1. VMware v 3phers E3XI Sarver - Download Download Opbions 1 £0.00 $0.00

| - HI294- - - -atl::eil
& able to place an order for this product again ir meniha aftar tha wnitis

Subtotal:  $0.00
Taxes: $0.00
Total:  $0.00

There is a limit of one download of ESXi Server per user account. If your system will be
running more than 2 Dell R710 ESXi Host Servers (see section 3 for discussion), you will
need one or more additional licenses. In order to circumvent the limitation, you may
use additional registered faculty/staff accounts to obtain additional licensed downloads.

2.6 VMware vCenter

VMware vCenter Server enables you to manage the resources of multiple ESXi hosts and
allows you to monitor and manage your physical and virtual infrastructure. Starting
with software version 2011.R2, NETLAB+ integrates with VMware vCenter Server to
assist the administrator with installing, replicating and configuring virtual machine pods.

2.6.1 VMware vCenter Server Requirements

A separate server running a 64-bit Windows Server operating system is required for
vCenter Server Standard. This server can be a physical server (bare metal) or virtual
machine running on a VMware ESXi 4.1 U2 host. In either case, the physical server on
which vCenter resides should be a dedicated "management server" to provide ample
compute power.

NDG does not support configurations where vCenter is running on a heavily loaded ESXi
host and/or an ESXi host that is also used to host virtual machines for NETLAB+ pods.
Such configurations have exhibited poor performance, AP| timeouts, and sporadic errors
in NETLAB+ operations.

6/29/2012 Page 23 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

This table outlines several configurations supported by VMware and recommended for

NETLAB+.

Option Host

1 VMware ESXi 4.1 U2

2 VMware ESXi 4.1 U2

3 Bare Metal

4 Bare Metal

Operating
System

Windows
Server 2008
R2 (64-bit)
Windows
Server 2008
R2 (64-bit)
Windows
Server 2008
R2 (64-bit)
Windows
Server 2008
R2 (64-bit)

vCenter
Version

vCenter 4.1 for
Windows

vCenter 4.1 for
Windows

vCenter 4.1 for
Windows

vCenter 4.1 for
Windows

Database

Microsoft SQL Server

Microsoft SQL

Express (built-in

database)

Microsoft SQL Server

Microsoft SQL

Express (built-in

database)

Host/VM
Limit

5/50

5/50

Option 1 is recommended for any vSphere infrastructure of 50 or more virtual machines.

Option 2 is recommended for small vSphere 4.1 U2 deployments that will not exceed 50

virtual machines.

Options 3 and 4 are bare metal Windows 2008 server deployments and do not leverage
virtualization. Only one instance of vCenter can be run on the server. Running vCenter
in a virtual machine instance is recommended as it provides additional benefits:

e The vCenter VM can be backed up using vSphere backup utilities.

e The vCenter VM can be easily migrated to another host.

e The vCenter VM can failover to another host.

e You may stand up new versions of vCenter on the management server, in
parallel with the production instance, and slowly upgrade components and VMs
to newer versions of VMware vSphere as they become available.

The vCenter server must have network access to your ESXi servers and to the Internet
for updates and patches. You will use the VMware vSphere Client to access vCenter

Server.

6/29/2012
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2.6.2 Obtaining VMware vCenter Server and Licenses

The following procedure assumes you are a registered member of the VMware
Academic Program (VMAP). Non-members can obtain evaluation copies of VMware
vCenter and ESXi software from http://www.vmware.com and purchase through retail
partners.

The installer for vCenter Server is available through the VMware e-academy website. If
you are installing vCenter Server on a physical machine, it is recommended you perform
these steps on that computer to avoid large file transfers. If you are installing on a
virtual machine, you will need to upload this file to the ESXi datastore.

1. Follow the link provided to you by VMware when you registered the academy. This
will take you to the academic license software store.

2. Click on Faculty/Staff at the top to see the available downloads. You must be a
registered Faculty/Staff user. For more information, contact your VMware academy
contact at your school.

vmware’

Students —

VMware
- .
Englishk [Unived Stacas) | ™l S Delllars Product Search | Go
2 Twnart ] ke [ Be the first of your friends to e this
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10. Click on VMware vCenter Server Standard, which is marked with a red box in the
picture below. This is the second of two software items you will download from the
e-academy website (see section 2.6.2). These items are marked with “Yes” in the
picture below.

Faculty/Staff

VMware | Lab Installs

'

5

VMware elearning VMware Fusion 4 (for VMware Player 3
Mac OS X)
VMware vCenter Lab VMware vCenter VMware vCloud
Manager 4 Server Standard Director
VMware vSphere ESXi VMware Workstation VMware Workstation 7
Server 6.5
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3. Click on Add To Cart.

Home | Your Account | Help | SignIn

~\
\

vmware

Students Faculty/Staff

English [United States] | B s pollars Product Search l Go ]

VMware vCenter Server Standard - Download

Manufacturer: VMware, Inc.

. . Quantity: | 1
Payment: PayPal, Visa, MasterCard, American e
Express = Add To Cart
Delivery Type: Download Free o
. Who is Eligible?
In Stock * Faculty/sStaff

(more...

Quantity restricted

2 Tweet 0 £ Recommend B} Be the first of your friends to recommend this.

You will be able to place an order for this product again in 12 months after the initial order.
The license you will receive with this offering is valid 12 months starting with the 1st of the month the offering was ordered.

4. Signin with your registered login.
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5. Click on Check Out to continue.

Home | Your Account | -\.—;‘T Shopping Cart | Help | Sign Out
~
vmwdare
Students Faculty/Staff
English [United States) | B Us Dollars Product Search
Your Cart
Name Quantity Unit Price Price

WMware vCenter Server Standard - Download i Free Free | pamove
Date Added:
Update Cart Subtotal: 30.00

" Check Out % Continue Shopping

Privacy Policy | Safe Shopping

6. Read and accept the EULA.

On the confirmation page, click on Proceed With Order.

8. Onthe receipt page, record the serial number found under Items. You will need
this serial number for installation later.

N

Items  All prices are in US Dollars

Name Quantity Unit Cost Amount
1. VMware vCenter Server Standard - Download Download Options 1 £0.00 %0.00
VMvare EULA
I Serial Number - 4M406- -6 o- -89UsM I

You will be able to place an order for this product again in 12 months after the initial
order.
The license you will receive with this offering is valid 12 months starting with the 1st of
the month the offering was orderad.
Subtotal: $0.00
Taxes: 50.00
Total:  $0.00
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9. Click on Download Options to get the link for downloads.

Items  All prices are in US Dollars

Name Quantity Unit Cost Amount
1. VMware vCenter Server Standard - Download |Download Options 1 %0.00 %0.00

VMware EULA
Serial Number - 4M406- -6 o -89U5M

¥ou will be able to place an order for this product again in 12 months after the initial
order.

The license vou will receive with this offering is valid 12 months starting with the 1st of
the month the offering was ordered.
Subtotal: $0.00
Taxes: 5$0.00
Total: $0.00

10. Click on VMware vCenter Server 4.1.0 to start the download. Save the file to
your desktop for installation.
11. Sign out and close the e-academy website.
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2.7 Networking Models

The NETLAB+ server, vCenter server and ESXi hosts may be single-homed or dual-homed
depending on your requirements. This guide documents three common networking
configurations:

e Single-Homed Networking
e Dual-Homed Networking
e Secure+ Networking

Please review each configuration to determine which one best suits your needs. Choose
only one of these configurations, then perform the corresponding setup tasks .

The NETLAB+ server, vCenter server and ESXi hosts should be geographically co-located.
If Single-Homed (outside) networking is used, all components should be connected by
100Mb/s or higher speed LAN. NDG does not support split server configurations that
traverse a WAN and/or configurations that place firewalls between these servers.

The following table describes the symbols and connection types denoted in the
networking diagrams throughout this section.

Symbol | Connection Type

HTTP HTTP Connection

PC Remote PC Display User Connection
Remote PC Display Back Connection
VMware vSphere Management Connection
Real Equipment Traffic on VLANs

Remote Desktop Protocol
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2.7.1 Single-Homed Networking

Single-homed networking (SH) connects one NIC from each server to a routable network
on your campus. SH can be used if your pods contain only virtual machines (i.e. you are
not hosting only real lab equipment). All traffic flows across the campus LAN. Consider
the Secure+ network model (described later) if you do not want the VMware
infrastructure components or traffic on the campus LAN.

Public IP
Campus LAN

ﬁ Outside
'S [PC g
g L PCB |
Campus IP

Remote Users
L MGT 2
Campus IP

Campus Users

PCB
Campus IP
MGT
System Admin
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SH does not require NETLAB+ control switches. A 1Gb/second switch port is highly
recommended for each server connection. This will provide optimal bandwidth for
remote display connections and virtual machine cloning operations between hosts.

2.7.1.1 Single-Homed Setup Tasks

If you have chosen single-homed networking, the following setup tasks can be
performed now.

Obtain an IP addresses, subnet mask, and default gateway for each outside
server interface connected to your campus LAN.

If you are using a physical server for vCenter, connect it to a Gigabit Ethernet
port on your campus LAN.

Connect the first Ethernet port of each ESXi host to a Gigabit Ethernet port on
your campus LAN.

Later in the setup process, you will configure IP parameters for these interfaces. The
following table shows key configurations parameters that will be implemented for this
networking model.

IP Address

Subnet Mask

Gateway

vSwitch

Management
Path

6/29/2012

NETLAB+ vCenter ESXi Host 1 ESXi Host 2
Outside Inside Outside Inside Outside Inside Outside Inside
Campus Campus Campus Campus
Campus Campus Campus Campus
Campus Campus Campus Campus

vSwitchO vSwitchO
* *
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Dual-homed networking (DH) can be used if you are hosting both virtual machines and
real lab equipment in your NETLAB+ pods. In this environment, VLANs on NETLAB+
control switches serve as an "inside" communication path for virtual machine traffic
between your ESXi host servers and real lab equipment.

PublicIP

Campus LAN
Outside

Remote Users

NAT
HTTP
»

Campus Users

MGT

System Admin

6/29/2012

Control Switches

| PC 4
L PCB |

Inside

Campus IP 169.254.0.254

L MGT 2

Campus IP 169.254.0.253

| PCB 4
<<»

Campus IP » 169.254.0.241

[ PCB 4
L REQ_2

Campus IP » 169.254.0.242

Real Equipment
(optional, Cisco NetAcad)
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2.7.2.1 Dual-Homed Setup Tasks

If you have chosen dual-homed as your networking model, the following setup tasks can
be performed now.

1. Obtain an IP addresses, subnet mask, and default gateway for each outside
server interface connected to your campus LAN.

2. Ifyou are using a physical server for vCenter:
a. Connect the first Ethernet interface to a port on your campus LAN.
b. Connect the second Ethernet Interface to a control switch reserved port;
a Gigabit uplink port can be used if available.

3. Connect your ESXi host servers:
a. Connect the first Ethernet port of each ESXi host to a Gigabit Ethernet
port on our campus LAN.
b. Connect the second Ethernet port on your ESXi to a designated reserved
port on a control switch, or a Gigabit Ethernet uplink port (if oneis
available). A Gigabit port will provide the highest bandwidth.

4. Consoleinto the control switch and configure each inside ESXi host switchport as
a trunk (NETLAB+ does not do this automatically).

interface FastEthernet0O/n
description inside connection to ESXi host #
switchport mode trunk
switchport mode nonegotiate

Later in the setup process, you will configure virtual switches, VM kernel ports, and IP
addresses for interfaces. The following table shows key configuration parameters that
will be implemented for this networking model.

NETLAB+ vCenter ESXi Host 1 ESXi Host 2
Outside Inside Outside Inside Outside Inside Outside Inside
Campus 169.254.0.254 Campus 169.254.0.239 Campus 169.254.0.241 Campus 169.254.0.242
Campus 255.255.255.0 Campus 255.255.255.0 Campus 255.255.255.0 Campus 255.255.255.0
Campus not set Campus not set Campus not set Campus not set
vSwitchO vSwitchl vSwitchO vSwitchl
* *
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2.7.3 Secure+ Networking

This model focuses on security by moving all virtual machine traffic and management to
the inside. This is a good model if you implement vCenter on a physical server and do
not mind accessing vCenter from the server console. There is no possibility that virtual
machines can access the campus LAN or Internet and vice-versa. Because of this, virtual
machine creation requires software installation from media and/or ISO images.

Public IP

Campus LAN Control Switches
Outside Inside Real Equipment
(optional, Cisco NetAcad)

[ PCB 4
>
169.254.0.254

A MGT 4
169.254.0.253

| RDP 4
Campus IP

Campus Users

L PCB |
MGT
. L REQ 4
A 169.254.0.241
|
., D
e

System Admin

o

169.254.0.242

ey

.

r’;ﬂ/

You may add an optional outside connection for the vCenter server. This allows indirect
access to vCenter using Remote Desktop Protocol (RDP). Aninstance of the vSphere
client may be installed and run on the vCenter server thereby allowing you to manage
the vSphere infrastructure over the inside path, indirectly using RDP from the outside
path.

Technically, the vSphere client running on an outside desktop can be used to access
vCenter. However, attempts to open the console of a virtual machine will fail, as this
requires a routable network path between the vSphere client desktop and ESXi host.
This is why RDP is used to access an instance of the vSphere client running on the
vCenter server itself.
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2.7.3.1 Secure+ Networking Setup Tasks

If you have chosen the Secure+ networking model, the following setup tasks can be
performed now.

1. Ifyou are using a physical server for vCenter:

a. Optionally connect an Ethernet interface to a port on your campus LAN if
you desire RDP management access. You will require a Campus IP
address, subnet mask, and gateway setting for this interface.

b. Connect an Ethernet Interface to a control switch reserved port; a Gigabit
uplink port can be used if available.

2. Connect the first Ethernet port on your ESXi to a designated reserved port on a
control switch, or a Gigabit Ethernet uplink port (if one is available). A Gigabit
port will provide the highest bandwidth.

3. Console into the control switch and configure each inside ESXi host switchport as
a trunk (NETLAB+ does not do this automatically).

interface FastEthernetO/n
description inside connection to ESXi host #
switchport mode trunk
switchport mode nonegotiate

Later in the setup process, you will configure virtual switches, VM kernel ports, and IP
addresses for interfaces. The following table shows key configuration parameters that
will be implemented for this networking model.

NETLAB+ vCenter ESXi Host 1 ESXi Host 2
Outside Inside Outside Inside Outside Inside Outside Inside
IP Address Campus 169.254.0.254 Campus+ 169.254.0.253 169.254.0.241 169.254.0.242
Subnet
Mask Campus 255.255.255.0 Campus+ 255.255.255.0 255.255.255.0 255.255.255.0
Gateway Campus Campus+ not set not set not set
vSwitch vSwitchO vSwitchO
Connection * *
Path
+
optional
for RDP
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2.8 Storage Area Networks

A storage area network (SAN) provides centralized shared storage for virtual machines
and data. Sharing storage usually simplifies storage administration and adds flexibility
since virtual machines can be migrated from one ESXi host to another without copying
large files.

NDG performs all testing on servers with Internal Direct Attached Storage (i.e. RAID
arrays and RAID controllers directly attached to each). This is the configuration that
most academic institutions are likely to find affordable and adopt.

A Storage Area Network (SAN) is a dedicated network that provides access to
consolidated, block level data storage that can be used for disk storage in a VMware
vSphere environment.

Currently NDG does not provide benchmarks, guidance or troubleshooting for SAN
configurations. Our documentation may show an optional SAN in the environment;
however, this is not a recommendation or requirement to deploy a SAN.

NDG benchmarks and capacity planning guidance do not account for the additional
latencies introduced by SAN.

e When compared to Direct Attached Storage, a SAN may introduce additional I/O
latency between ESXi server and disk. Therefore, a SAN may reduce the number
of active VMs you can run on an ESXi host.

¢ Ifyou deploy a SAN, you should perform your own benchmarks and determine
the number of active VMs you can host on your ESXi server. Your mileage may
vary.

¢ Always configure NETLAB+ Proactive Resource Awareness to ensure that the
number of VMs that can be activated will remain within your predetermined
performance limits.

Caution. Deployment of a SAN requires skill and planning. Performance of SAN
solutions can vary greatly. NDG performance benchmarks are based on Direct Attached
Storage (local disks connected to each ESXi hosts). Free SAN solutions may be
attractive, but test results show 1/0 rates that are half or less than directly attached
SATA or SAS drives attached to the ESXi hosts.
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3 VMware ESXi Server Setup

This section describes the initial BIOS setup and software installation on a VMware ESXi
host server.

The following table shows the minimum server configurations recommended for various
NDG supported courseware. These configurations are based on the Dell R710 specification
and vary only by memory and active VMs supported. You do not need separate host servers
for each curriculum and may run VMs for Cisco, General IT, and Cybersecurity on the same
servers. We recommend no more than 40 active VMs per server with 128GB of memory.
Always configure NETLAB+ Proactive Resource Awareness to limit the number of scheduled
VMs at any one given time and to prevent oversubscription of the host resources.

Server Server Processor(s) Memory Cores/Threads  Active
Role/Courses Type VMs
Cisco Only Setup (8 Dell 2 X Intel E5620 64GB 8/16 24
Active MAP pods) R710
VMware ICM Course Dell 2 X Intel E5620 128GB 8/16 40
(8 Active ICM Pods) R710
General IT/ Dell 2 X Intel E5620 128GB 8/16 40
Cybersecurity R710

All tasks in this section are performed on separate dedicated physical servers that you
provide. Do not perform any of the tasks in this section on the NETLAB+ server
appliance, as this will delete the NETLAB+ software, requiring you to return it to NDG for
re-installation.

Setup of the VMware ESXi host server is illustrated in the sub-sections below using a
Dell server model Dell R710. This is the recommended server model at this writing (QTR
4,2011). Please also refer to the NDG website for the latest server recommendations.
If you are using a recommended server other than the Dell R710, be aware that the
process and screen images shown below will vary from your system.

Be sure that hardware assisted virtualization support (Intel-VT) is enabled in the BIOS.
Some vendors disable this technology by default.
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3.1 Preparing the ESXi Server

If you are using the recommended server from section 2.5, there are several BIOS
settings and RAID configurations that you will need to make sure are set correctly.

You must perform the steps detailed in the subsection below for every ESXi host
server on your NETLAB+ system.

It is highly recommended that you read this section completely, prior to making changes
to your system.

3.1.1 DELL R710 BIOS System changes

Please verify that your system has the latest BIOS installed. You may obtain the latest
drivers and downloads for the Dell R710 from Dell’s website.

Instructions for changing BIOS settings:

1. Turn on orrestart your system.
2. Press <F2>to enter System Startup at the BIOS startup screen.

F2 Jystem Setup

F10 = System Services
F11 = BIOS Boot Manager
FiZ = PXE Boot

Wuuw.dell .conm

PowerEdge R710

BI0S Revision 6.1.0

Note: BIOS Revision at the time of this document was 6.1.0.

3. Use the arrow keys to select Memory Settings -> Memory Operating Mode and
make sure it is set to Optimizer Mode.
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System Time .
System Date ..

Memory Setting

Processor Sett
SATA Settings
Boot Settings

Integrated Dev
PCI IRQ Assign

System Memory Size .........., 120.0 GB
System Memory Type ........... ECC DDR3
System Memory Speed 868 Miz
System Memory Uoltage ,....... 1.35V
Video Memory 8 MD

Sustes Mesoru Test! Emabled 0000
Mewory Operating Mode ,....... Optimizer Mode

noae Interieaving ........., ,» Disabled

Memory Operating Uoltage

CENTER>
<ENTER)

4. Press ESCto return tothe main menu.
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5. Use the arrow keys to select Processor Settings - > Virtualization Technology
and make sure it is set to Enabled. Also, check Execute Disable is set to Enabled.

SYStem TIme i1 iniisarive
System

....................................

L S e e T e R e T .40 Gliz
Bus Speed ...... R TV OB AR EaN S F b b e na b ey sseess 5.06 GTss
Logical Processor ..... Ve e T e
uim'im1ﬁ-m mﬁ:rl' .. I

Ha JacCent LACNE LINE rretewch .... Enabled
Harduare Prefetcher .............. A s S AR Vsl Th Enabled
DCU Streamer Prefetcher ..... RO R R A SO

Data BeUSe vy iu vt e vainaaa AOCH T IR0 .++ Enabled
Intel(R) OP1 Banduidth Prlnrltu ................. Comnute
Execute Disable .......cocovvinnen, e vv-. Enabled

Embedded Server Management ............vovviviniicnnas <ENTER)>

Pouwer Management ........., VT ) FT S T H A o AR TR

Up,Douwn firrow to select SPACE, +,~ to change ESC to exit Fi=Help

6. Press ESCto return tothe main menu.
7. Use the arrow keys to select Report Keyboard Errors and make sure it is set to
Do Not Report.
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llﬂS Version 6.1.6

fisset Tag.

SATA Settings .

Boot Settings ......ccovveiinnnsenn S RS K T T K h e CENTER>

Integrated Devices ........ S T KL T a
PCl1 IRQ Assignment

...................................

................................

...........................

.....................................

.....................................

FA/EC l’rllq! ON EBITOF . ovvvsvnnssnsnnns tarane serasnses ERADICA

Up.Down Arrow to select

SPACE, +,- to change | ESC to exit | Fl=Help

8. Use the arrow keys to select F1/F2 Prompt on Error and make sure it is set to
Disabled.

Bell Tnc. (wa dell com) - Fowerbdge R710
BI0S Version 6.1.0

fssel Tag:

SATA Settings .....
Boot Settings ......o00ves

Integrated Devices ,...... Y Ay O Y T Y sne ‘
PCI IR

Serial| WARNING: After setting this field to Disabled, the system
Esbedd| will not paase if am error occurs during POST, Any critical

errors will be displayed and logged to the System Event
Log.

-------

Up,Down Arrow to seleot SPACE.+,~ to change ESC to exit | FlzHelp

9. Press ESC and select Save Changes and Exit.
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3.2 DELL R710 RAID Configuration

Redundant Array of Independent Disks (RAID) is designed to give the server redundancy
and increased performance depending on the RAID type selected. The recommended
and tested configuration is a RAID 5. The H700 RAID controller with 512MB cache is
recommended and supported. The H200 is NOT supported. The H200 has exhibited
poor performance and does not support RAID 5. Please see section 2.5.1 for details on
hardware requirements.

RAID 5 distributes error-correcting bits (parity) along with the data and requires all
drives but one to be present to operate; the array is not destroyed by a single drive
failure. Upon drive failure, any subsequent reads can be calculated from the distributed
parity such that the drive failure is masked from the end user. However, a single drive
failure results in reduced performance of the entire array until the failed drive has been
replaced and the associated data rebuilt.

RAID 5 arrays may take several hours to initialize as the controller creates parity on the
drives. The 3x2TB drive configuration will take approximately 4 hours.

Please verify that your system has the latest H700 RAID Controller Firmware installed.
You may obtain the latest drivers and downloads for the Dell R710 from Dell’s website.

1. Turn on orrestart your system.
2. During the boot process, you will be prompted to, Press <Ctrl><R> to Run
Configuration Utility.

i;gidge Expandable RAID Controller BIOS
Conuright(c) 2010 LSI Corporation
Press <Ctrl><R> to Run Configuration Utility

HA -0 (Bus 3 Dev ©) PERC H?00 Integrated
FW package: 12.10.2-0004

Note: The H700 FW package at the time of this document was 12.10.2-0004.

3. You should start with a clean configuration. If not, you will need to clear any
existing configuration.
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3.21 3x2TB HDD Configuration

This section is for the 3x2TB HDD Configuration for RAID 5. When installing ESXi 4.1 U2, ‘
you must create two virtual disks when using this HDD configuration. Oneis a 2TB \
datastore, and the other is the remaining space in another datastore. \

1. Use the arrow keys to select the PERC H700 controller and press enter.

Select RAID Level 5, RAID-5.

Select all your physical disks on the left.

Edit the VD Size to 2048.00 GB. This will be the first datastore.
Edit the VD Name to VD-DAS1.

e WwWN

Ub-DAS]
[ ] Advanced Settings
62.50 6B 08

56 GB 81
1862 .50 6B 8z

Li, ANCEL \
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6. Select OK on the right. Note the message indicating we need to initialize the
Virtual Disk after it has been configured. We will do thatin a later step.

7. Use your arrow keys to highlight Free Capacity and press Enter.

8. Edit the VD Name to VD-DAS2. Select OK. Note the message indicating we need
to initialize the Virtual Disk after it has been configured. We will do thatin a
later step.

9. Use your arrow keys to highlight Virtual Disk 0. Press F2 and select initialization
-> Start Init. Select Yes to confirm Initialization of the HDDs. This process can
take several hours.

Dotimal

inttializatiol

Consistency Check

Fast Init felete VD

Properties

10. You can press Enter on the Virtual Disk to see the estimated time remaining.

UD-DAST

[ ] Advanced Settings

11. When initialization is completed, select OK to confirm.

12. Repeat steps 8-10 for Virtual Disk 1.

13. Press ESC to close out of the RAID Configuration Utility. Select OK to confirm
exiting. You will be prompted to reboot your system.
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3.2.2 3x1TB HDD Configuration

' This section is for the 3x1TB HDD Configuration for RAID 5. When installing ESXi 4.1 U2, ‘
you create only one datastore in this HDD configuration. ‘

1. Use the arrow keys to select the PERC H700 controller and press enter.

iquration Present !
{ iqured Phuysical Disks

00:00: Ready: 931.00 GB
00:00:01: Ready: 931.00 GB
00:00:0Z: Ready: 931.00 GB

2. Select RAID Level 5, RAID-5.
3. Select all your physical disks on the left.
4. Editthe VD Name to VD-DAS1.

Create New UD
1862 .00

UD-DAS1

[ ] Advanced Settings
(X160:00:00 931.00 .

GB
[X100:00:01 931.00 GB
[X100:00:62 931.60 GB

CANCEL

u"‘ N
"2
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5. Select OK on the right. Note the message indicating we need to initialize the
Virtual Disk after it has been configured. We will do thatin a later step.

6. Use your arrow keys to highlight Virtual Disk 0. Press F2 and select initialization
-> Start Init. Select Yes to confirm Initialization of the HDDs. This process can
take several hours.

rated (Bus 0x03, Dev Ox00)
: Hd ]|1 5
State: Optimal

0, UD
Start Init. Initialization 4
Consistency Check »

Fast Init. Delete UD
Properties

7. You can press Enter on the Virtual Disk to see the estimated time remaining.

Virtual Disk: 0, UD-DAS1, 1862.00 GB

UD-DAS1

[ ] Advanced Settings

00:00:00 931.00 GB 00
00:00:01 931.00 GB 01
00:00:02 931.00 GB 02

8. When initialization is completed, select OK to confirm.
9. Press ESCto close out of the RAID Configuration Utility. Select OK to confirm
exiting. You will be prompted to reboot your system.
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3.3 Installing ESXi on Host Server

This section will walk you through installing VMware ESXi to your host servers. Please
note that the content in the images below will vary based on your system. The
instructional steps are the same.

If you are using VMware ESXi 4.1 U2, please review the information in the Getting
Started with ESXi Server Installable guide. You may use this guide as a reference for ESXi
4.1 Installable and ESXi 4.1 Embedded versions, with the exception that using ESXi
Installable requires performing the installation procedure detailed on page 7, Install
ESXi 4.1 using the Interactive Mode.

If you are using VMware ESXi 4.01, please review the information in the Getting Started
with ESXi Server Installable guide. You may use this guide as a reference for ESXi 4.01
Installable and ESXi 4.01 Embedded versions, with the exception that using ESXi
Installable requires performing the installation procedure detailed on page 9 Install
ESXi 4.0. Keep in mind that the procedures detailed in this guide recommends and
illustrates the use of ESXi 4.1.

If you have not done so already, burn a copy of the ESXi 4.1 Installable ISO.
Instructions for installing ESXi:

1. Turnon or restart your system.
2. Insertyour ESXi 4.1 media to install the ESXi Installable.
3. You are presented with the Installation screen below.

Welcome to the UMware ESXi 4.1.8 Installation
UMware ESXi 4.1.8 installs on most systems but only systems
on UMuare’s Hardware Compatibility Guide (HCG) are
supported. Please consult UMware’s HCG on vMware.coM.

Please select the operation you wish to perform.

4. Press Enter to continue.
5. You are prompted with the User Agreement. Press F11 to Accept and Continue.
6. Onthe Select a Disk screen, choose the 2TB drive.
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(naa . 6702bchO4bdZI500167debda11824613)

This screenshot is for the 3x2TB HDD configuration. For 3x1TB HDD configuration, there
is only one drive available, select it.

7. Press Enter to continue.

8. Press F11 to begin the installation.

9. Installation can take 1-5 minutes depending on hardware.

10. When the Installation Complete window appears, press Enter to reboot the
machine.

3.4 Configure Root Password

In this task, you will log into the console and setup the root password.

1. When the ESXi host server is booted, you are prompted with the console screen.

UMare ESXi 4.1.8 (UMKernel Release Build 268247)

UMware, Inc. UMware Uirtual Platform

2 x Intel(R) Xeon(R) CPU ESS528 @ 2.27GHz
2.2 GB Merory

Download tools to manage this host from:
http:7/localhost/
http://8.8.8.8/

<F2> Customize System <F12> Shut Down/Restart

2. Press F2 to begin setting up the host.
3. Choose Configure Password and press Enter to change.
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4. In the Configure Password window, enter a New Password. Confirm the
password and press Enter to make the change.

Be sure to record this password in a safe place. You will need it to integrate the ESXi
host with the vCenter Server on the management workstation.

3.5 Network Configuration
In this task, you will configure ESXi server network configuration.

1. From the console, choose Configure Management Network and press Enter.

Gystem Customization Configure Hanagement Hetwork

Configure Password Hostnarme :
Configure Lockdown Hode

onfigure Managerent Hetwork IP Address:
lestart Managenment Network
Test Management Hetwork
Dizable Managerent Hetwork To viedw or modify thizs host'’
Restore Standard Switch anagerent net ¢ settings in

detail press <{Enterx>.

2. Inthe Configure Management Network window, choose IP Configuration and
press Enter.

3. Inthe IP Configuration window, choose Set static IP address and network
configuration, press Spacebar to select and enter an inside or outside IP
configuration (described in the next two sections respectively).

IF Configuration

This zan obtain network settings automatically if pour me

includes JHEP server. If it does not, the following settings

spacil ped -

€ ) Use dynamic IPF address and network configuration
fo) Set static IP address and wetwork configuration:

IP Address L 1
Subnet Mask [ ]
Nefault Gateway

LUpsDowm> Select <Space?r HMark Selected {Enter> O <Esc> Cancel

The IP configuration parameters entered here will be used either for the outside or
inside interface, depending on the networking model you have chosen. Please see the
following discussion to determine which interface IP values to use.
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Outside ESXi Connection. If you are NOT using Secure+ network model, your ESXi host
connects to the outside campus LAN. Enter the IP address, subnet mask, and default
gateway assigned by the campus LAN administrator.

Single Homed Networking

Public IP
Campus LAN
(.. Outside
3 >
g L PCB |
Campus IP
Remote Users
HTTP
D

L MGT
Campus IP

Campus Users

PCB

Campus IP

MGT

System Admin
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PublicIP

.‘ﬁ

Remote Users

Campus Users

System Admin

6/29/2012

Campus LAN

Outside

Dual-Homed Networking

Control Switches

< T
BESE

Campus IP 169.254.0.254

Campus IP 169.254.0.253

PCB

Real Equipment
(optional, Cisco NetAcad)

L REQ 2
Campus IP B 169.254.0.241

)/

PCB
L REQ 2
Campus IP ¥ 169.254.0.242

)/
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Inside ESXi Connection ONLY. If you are using the Secure+ network model, your ESXi
host connects only to the inside control switch. Use one of the following IP
configurations for each ESXi server.

Inside Interface
ESXi Server 1 Inside
ESXi Server 2 Inside
ESXi Server 3 Inside
ESXi Server 4 Inside
ESXi Server 5 Inside
ESXi Server 6 Inside
ESXi Server 7 Inside
ESXi Server 8 Inside
ESXi Server 9 Inside

Campus LAN

2 ‘ Outside
u |
&= |

IP Address
169.254.0.241
169.254.0.242
169.254.0.243
169.254.0.244
169.254.0.245
169.254.0.246
169.254.0.247
169.254.0.248
169.254.0.249

Subnet Mask
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0

Secure+ Networking

HTTP
=»

6/29/2012

Campus IP

Campus IP

| RDP 4

Control Switches

[ PCB 4

Inside

169.254.0.254

169.254.0.253

g

169.254.0.241

S

MGT

;

> 169.254.0.242

Default Gateway
not set
not set
not set
not set
not set
not set
not set
not set

not set

Real Equipment
(optional, Cisco NetAcad)
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4. Press Enter to confirm changes and return to the Configure Management

Network window.
5. In the Configure Management Network window, choose DNS Configuration and

press Enter.
6. Select Use the following DNS server addresses and hostname.

DHS Configuration

This host can only obtain DNS settings automatically if it also obtains
itz IP configuration automatically

() Obtain DHS server addreszes and a hostname automaticall
| (o) Use the following DM server addressez and hostname: |

Primary DHS Serwver L ]
Alternate DHS Server L SEE TABLE BELOW 1
ostname L 1

{Up/Down> Select <Spacer Mark Selected {Enter> 0K <Esc> Cancel

7. Enter either outside or inside DNS parameters from the table below based on
your networking selections in section 3.5.

If you configured outside
interface and IP parameters in
section 3.5...

If you configured inside interface and
IP parameters in section 3.5...

Primary DNS Server Primary DNS server IP address for Leave Blank
your campus LAN.

Alternate DNS Server Alternate DNS server IP address Leave Blank
for your campus LAN.

Hostname Use outside IP address as the host  Use inside IP address as the host name.
name (recommended), or the fully
qualified domain name of the host if
mapped in your DNS.

8. Press Enter to confirm changes and return to the Configure Management
Network window.
9. Press Escto return to the main console.
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10. You will be prompted to Apply changes and restart management network.
Press Y to confirm changes.

Configure Management Hetwork: Conflirs

to the ho=st 's Mana e Ment network.
result in a brief network outage,

iq 1:-e||| software and all I runmin irtual
b hasz been enabled or disabled this will

Apply changes and restart manageqent metwork?

<% Yez <H» Ho <Esc?» Cancel

11. You will return to the main console. Press Esc to log out.

Reminder: The installer available from the VMware Academy is for ESXi 4.1. NDG
recommends upgrading to ESXi 4.1 U2.
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4 VMware vCenter Server Setup
In this section, you will setup the vCenter server and related utilities.

A separate server running a 64-bit Windows Server operating system is required for
vCenter Server Standard. This server can be a physical server (bare metal) or virtual
machine running on a VMware ESXi 4.1 U2 host. In either case, the physical server on
which vCenter resides should be a dedicated "management server" to provide ample
compute power. VMware vCenter server requires at least two CPU cores.

NDG does not support configurations where vCenter is running on a heavily loaded ESXi
host and/or an ESXi host that is also used to host virtual machines for NETLAB+ pods.
Such configurations have exhibited poor performance, AP| timeouts, and sporadic errors
in NETLAB+ operations.

4.1 vCenter Configuration Options

There are four configuration options that are recommended by VMware and supported
by NDG.

. Operatin vCenter Host/VM
Option Host gystemg Version Database Limit

Windows vCenter 4.1 for

1 VMware ESXi 4.1 U2 Server 2008 Windows ' Microsoft SQL Server -
R2 (64-bit)
Windows vCenter 4.1 for Microsoft SQL

2 VMware ESXi 4.1 U2 Server 2008 Windows ' Express (built-in 5/50
R2 (64-bit) database)
Windows vCenter 4.1 for

3 Bare Metal Server 2008 Windows ' Microsoft SQL Server  ---
R2 (64-bit)
Windows Microsoft SQL

4 Bare Metal Server 2008 VWCiﬁggf,C:'l for Express (built-in 5/50
R2 (64-bit) database)
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4.1.1 vCenter Configuration Option 1

vCenter Option 1 provides the benefits of virtualization with a full version of Microsoft
SQL Server database to support a large number of virtual machines.

vCenter Option 1

Microsoft 5QL Server 2008 R2

{

VMware vCenter

Windows Server 2008 R2
64-bit £

vCenter VM ﬂ
VMware ESXi 4.1 U2

Viwsare, Inc

Management Server
(purchased separately)

The following components are required for Option 1:

e Physical Management Server running VMware ESXi 4.1 U2
e Virtual machine running Windows Server 2008 R2 64-bit
e VMware vCenter 4.1 for Windows

e Microsoft SQL Server 2008 R2

This option does not provide a physical console to access Windows Server or vCenter. If
this option is combined with the Secure+ networking configuration, your management
server must have a network connection to the campus to provide access to vCenter
and/or the Window Server virtual machine.

6/29/2012 Page 57 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

4.1.2 vCenter Configuration Option 2

Option 2 provides the benefits of virtualization without a requirement for a separate
database. This option uses the Microsoft SQL Express that is included with vCenter for
Windows.

The Microsoft SQL Express database included with the vCenter installation supports no
more than 5 hosts or 50 virtual machines. It is suitable for a small installation, such as
managing a NETLAB+ configuration consisting only of Cisco pods. The express database
also has a maximum data capacity of 4GB. As the size of the database approaches 4GB,
vCenter performance may degrade. If the 4GB limit is reached, vCenter will no longer
function.

vCenter Option 2

Microsoft SQL Express
Limit 5 Hosts / 50 VMs / 4GB

i |

VMware vCenter

Windows Server 2008 R2
64-bit £y

vCenter VM ﬂ
VMware ESXi 4.1 U2

Vitware, In

Management Server
(purchased separately)

The following components are requirement for Option 2:

e Physical Management Server running VMware ESXi 4.1 U2

e Virtual machine running Windows Server 2008 R2 64-bit

e VMware vCenter 4.1 for Windows

e Microsoft SQL Express (packaged with and installed by vCenter)

This option does not provide a physical console to access Windows Server or vCenter. If
this option is combined with the Secure+ networking configuration, your management
server must have a network connection to the campus to provide access to vCenter
and/or the Window Server virtual machine.

6/29/2012 Page 58 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

4.1.3 vCenter Configuration Option 3

Option 3 provides vCenter running directly on a dedicated physical server, with a full
version of Microsoft SQL Server installation to support a large number of virtual
machines.

vCenter Option 3

Microsoft SQL Server 2008 R2

{

VMware vCenter

Windows Server 2008 R2
64-bit

P
*Y

] =

VMveare, Inc

Management Server
(purchased separately)

The following components are required for Option 3:

e Physical server with at least 2 CPU cores (4 cores recommended)
e Windows Server 2008 R2 64-bit

e VMware vCenter 4.1 for Windows

e Microsoft SQL Server 2008 R2

If you use an "older" physical server for you vCenter system, please be sure it meets the
minimum requirements in the VMware documentation. vCenter absolutely requires a
64-bit processor and at least two cores. An underpowered server will likely cause
performance problems and errors in your infrastructure.

Important: Broadcom NIC chipsets have shown intermittent traffic issues, including
dropped packets between NETLAB+ and vCenter, if using the Microsoft Drivers from
Windows Update. It is recommended that you use the Broadcom Drivers available from
their support website for your appropriate chipset. I.E. The Dell R710 uses the
Broadcom® NetXtreme Il 5709 chipset for the embedded NICs. These drivers can be
downloaded at http://www.broadcom.com/support/ethernet nic/netxtremeii.php.
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4.1.4 vCenter Configuration Option 4

Option 4 provides vCenter running on a dedicated physical server, without a
requirement for a separate database. This option uses the Microsoft SQL Express that is
included with vCenter for Windows.

The Microsoft SQL Express database supports no more than 5 hosts or 50 virtual
machines. It is suitable for a small installation, such as managing a NETLAB+
configuration consisting only of Cisco pods. The express database also has a maximum
data capacity of 4GB. As the database approaches 4GB, performance may degrade. At
4GB, the database will not function.

vCenter Option 4

Microsoft SQL Express
Limit 5 Hosts / 50 VMs / 4GB

{

VMware vCenter

Windows Server 2008 R2
64-bit

»
l.‘

Management Server
(purchased separately)

The following components are requirement for Option 4:

e Physical server with at least two CPU cores

e Windows Server 2008 R2 64-bit

e VMware vCenter 4.1 for Windows

e Microsoft SQL Express (packaged with vCenter)

If you use an "older" physical server for you vCenter system, please be sure it meets the
minimum requirements in the VMware documentation. vCenter absolutely requires a
64-bit processor and at least two cores. An underpowered server will likely cause
performance problems and errors in your infrastructure.

Important: Broadcom NIC chipsets have shown intermittent traffic issues, including
dropped packets between NETLAB+ and vCenter, if using the Microsoft Drivers from
Windows Update. It is recommended that you use the Broadcom Drivers available from
their support website for your appropriate chipset. I.E. The Dell R710 uses the
Broadcom® NetXtreme Il 5709 chipset for the embedded NICs. These drivers can be
downloaded at http://www.broadcom.com/support/ethernet nic/netxtremeii.php.
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4.2 Networking Overview for vCenter Server

The following sub-sections enumerate both physical and virtual setups for vCenter in
the context of the three NETLAB+ networking models (Single Homed, Dual Homed, and
Secure+).

Section 4.2.1 discusses virtual vCenter Server (Options 1 and 2) networking setups for
Single Homed Networking (section 4.2.1.1), Dual Homed Networking (section 4.2.1.2),
and Secure+ Networking (section 4.2.1.3).

Section 4.2.2 discusses vCenter on bare metal server (Options 3 and 4) networking
setups for Single Homed Networking (section 4.2.2.1), Dual Homed Networking (Section
4.2.1.2, and Secure+ Networking (section 4.2.1.3)

4.2.1 Virtualized vCenter Server Networking Options

The following three setups apply to vCenter Options 1 and 2 (virtualized vCenter).

4.2.1.1 Virtualized vCenter Server with Single Homed Networking

This setup applies to vCenter Options 1 and 2 when used in a Single Homed Networking
configuration.

e The management server will have one physical network connection to the
campus LAN. The management server's ESXi kernel NIC on vSwitchOQ is assigned
an IP address on the campus LAN. You will connect directly to this address via
vCenter to manage the ESXi server before vCenter is installed.

e The vCenter server virtual machine will have one virtual network adapter. This

adapter will be assigned an IP address on your campus LAN. This IP address will
be used to connect to vCenter once it is installed.
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Public IP Campus LAN
CIEE weruass
Outside
£ - ==
NAT ESXi Management Server (NO POD VMs!)

Remote Users

49

Campus Users

" vCentervM [
~  Windows Server
Adapterl

Campus IP B

CampusIP
Kernel Port

ESXi Pod Host 1

memeEe
N o

=)

System Admin CampusIP
Kernel Port

ESXi Pod Host 2

o CampusIP
©Vhhw
—7 Kernel Port ="

4.2.1.2 Virtualized vCenter Server with Dual Homed Networking

This setup applies to vCenter Options 1 and 2 when used in a Dual Homed Networking
configuration.

e The management server will have two physical network connections.
o vmnicO and vSwitchO connect to the campus LAN.
o vmnicl and vSwitch1 connect to a NETLAB+ control switch.
o The management server's ESXi kernel NIC on vSwitchO is assigned an IP
address on the campus LAN. You will connect directly to this address via
vCenter to manage the ESXi server before vCenter is installed.

o The management server's ESXi kernel NIC on vSwitchl is assigned as
169.254.0.239 (recommended).

e The vCenter server virtual machine will have two virtual network adapters.

o Network adapter 1 connects to vSwitchO (campus). This adapter will be
assigned an IP address on your campus LAN. This IP address will be used
to connect to vCenter (once it is installed).

o Network adapter 2 connects to vSwitchl (campus). The recommended IP
address is 169.254.0.253.
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Control Switches
Real Equipment

Inside
Public IP CampusLAN (optional, Cisco NetAcad)
CIEIE werias
Outside
: 0
L "‘ ﬁ CampusIP 169.254.0.254
\ B — ©VMware, Inc.
NAT ESXiManagement Server (NO POD VMs!)
Remote Users
w vCenter VM £y
o Windows Server
Adapter 1 Adapter 2
Campus IP - - 169.254.0.253
Campus Users "
Campus IP " : 169.254.0.239

& VMware Kernel Port ©YWweinc Kernel Port
v ESXi Pod Host 1
. O C
System Admin CampusIP 169.254.0.241
Kernel Port """ Kernel Port
ESXi Pod Host 2
. O =
s CampusIP 169.254.0.242
Kernel Port “""**"

— Kernel Port E?
I I

4.2.1.3 Virtualized vCenter with Secure+ Networking
This setup applies to vCenter Options 1 and 2 when used in a Secure+ Networking
configuration. This setup is identical to Dual Homed Networking (previous section),

except that the system administrator will connect to the vCenter server using RDP and
run the vSphere client from the vCenter server.

6/29/2012

Page 63 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

Control Switches

Public IP Campus LAN Inside
CICIE werease
Qutside
"t{‘ i CampusIP 169.254.0.254
i ©VMware. Inc.

NAT ESXi—Management Server (NO POD VMs!)

Remate Users

wm vCenter VM 4
- Windows Server

Adapter 1 Adapter 2
Campus IP - - 165.254.0.253

Campus Users vSwitch 0 vSwitch 1

-----
_____

Campus P ' B 169.254.0.239
Kernel Port ©VMwarenc Kernel Port

ESXi Pod Host1

mEmEm
. O O
System Admin Campus IP 168.254.0.241
Kernel Port Kernel Port
DooBn
. O ==}
s Campus IP : 169.254.0.242 P —
-— Kernel Port

Kernel Port /_'—.’\,

Real Equipment
(optional, Cisco NetAcad)

Technically, you may connect to vCenter by running the vSphere client from a desktop
on the campus LAN. However, you will not be able to console into a VM on the pod
hosts. This is because the pod hosts are not connected to the campus LAN and the
vCenter VM is not a router. Launching the vSphere client from the vCenter host
circumvents this problem because outgoing connections from vSphere client will
originate from the 169.254.0.253 interface and therefore do not require routing.
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4.2.2 Bare Metal vCenter Server Networking Options

The following three setups apply to vCenter Options 3 and 4 (vCenter on bare metal
server).

4.2.2.1 Bare Metal vCenter Server with Single Homed Networking

This setup applies to vCenter Options 3 and 4 when used in a Single Homed Networking
configuration.

e The vCenter server will have one physical network connection to the campus
LAN and is assigned a campus IP address.
e This IP address will be used to connect to vCenter once it is installed.

PubliclP
Campus LAN

ﬁ Outside
" k

NAT

Campus|P
Remote Users

Campus Users

& VMware
A
. vSphere Campus |IP
Client

System Admin

Campus|P
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4.2.2.2 Bare Metal vCenter Server with Dual Homed Networking

This setup applies to vCenter Options 3 and 4 when used in a Dual Homed Networking
configuration.

e The management server will have two physical network connections (inside and
outside).
o The outside connection is assigned a campus IP address, which will be
used to connect to vCenter once it is installed.
o Theinside connection is assigned the address 169.254.0.253. This will be
used for management and NDG troubleshooting.

PublicIP

Campus LAN Control Switches
) = Outside Insicde Real Equipment
‘ g (optional, Cisco NetAcad)
CampusIP 169.254.0.254
Campus|P 169.254.0.253
Campus Users _.-"
..‘. VMware
*  vSphere CampusIP P 169.254.0.241
Client
System Admin
CampusIP P 169.254.0.242
e ™D/
—/
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4.2.2.3 Bare Metal vCenter Server with Secure+ Networking

This setup applies to vCenter Options 3 and 4 when used in a Secure+ Networking
configuration. This setup is identical to Dual Homed Networking (previous section),
except that the system administrator will connect to the vCenter server using RDP and
run the vSphere client from the vCenter server.

In this configuration, it is technically possible to omit the connection from vCenter
server to campus LAN. However, it will require many setup and management tasks to
be performed from the server console. Therefore, we recommend leaving the campus
connection in place.

PublicIP
Campus LAN Control Switches

- > Outside sidi Real Equipment
"‘ 4 g (optional, Cisco NetAcad)
' A
NAT
[ HTTP 2
=

Campus|P 169.254.0.254

Remote Users

Campus|IP 169.254.0.253

Campus Users

169.254.0.241

System Admin

169.254.0.242

P o ™
' ™ P
I ’

Technically, you may connect to vCenter by running the vSphere client from a desktop
on the campus LAN. However you will not be able to console into a VM on the pod
hosts. This is because the pod hosts are not connected to the campus LAN and the
vCenter VM is not a router. Launching the vSphere client from the vCenter host
circumvents this problem because outgoing connections from vSphere client will
originate from the 169.254.0.253 interface and therefore do not require routing.
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4.3

Configure Management Server

This task applies to (virtual) vCenter Options 1 and 2 only.

ok wnNRE

4.4

Install ESXi 4.1 U2 on your management server using guidance from section 3.
Open the vSphere client from a workstation on your campus network.
Connect directly to the IP address of the management server.

Enter the username of root.

Enter the password of used during ESXi installation.

Create a new virtual machine for vCenter using the following parameters.

vCPUs 2

VRAM 4GB or higher if using Microsoft SQL Server (Option 1)
3GB or higher if using Microsoft SQL Express (Option 2)

Network Adapters 1 for Single Homed Network configuration
2 for Dual Homed Networking configuration
2 for Secure+ Networking configuration

Bind network adapter 1 to the vSwitch that is connected to the campus LAN.
This is usually vSwitchO and is called "VM network" in the pull down menu by
default.

Bind network adapter 2 (if Dual Homed or Secure+) to the vSwitch that connects
with the NETLAB+ control switch. This is typically vSwitch1.

Install Windows Server 2008 R2 64-bit

At this time, you should install Windows Server 2008 R2 64-bit.

For a virtual vCenter configuration (Option 1 or 2), you will install Windows
Server on the virtual machine created in section 4.3.

For a bare metal vCenter configuration (Option 3 or 4), you will install Windows
Server on the physical server you have dedicated for vCenter.

Older NETLAB+ servers have CD-ROM drive. Please DO NOT accidently install
Windows Server on the NETLAB+ server! This will overwrite the NETLAB+
operating system and software.

Apply all operating system updates are applied before continuing.
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4.5 Configuring TCP/IP on vCenter Server Network Adapters
In the next two sections, you will setup TCP/IP on the vCenter server network interfaces.
4.5.1 Outside Interface

In this task, you will configure TCP/IP on the Windows Server network adapter that
connects the vCenter server to your campus LAN (outside).

Campus LAN
QOutside
{' w Windows Server 2008 R2 64-bit
5QL Database
For
Dual Homed
and
VMware vCenter SQCU!’Q+ On!y
vSwitch0 Network Network vSwitchl
(if virtual) Adapter Adapter (if virtual)
1 2

Please refer to the illustration on the next page for the following tasks.

1. Onyour vCenter server Windows installation, navigate to Network Connections.
a. Click on the Start Menu. Inthe search field enter network connections.
b. Click on View network connections.

2. ldentify the outside LAN adapter on the Network Connections window. On a
physical server, you may temporarily unplug the outside LAN Ethernet cable
while viewing the Network Connections window to identify the outside adapter;
the corresponding Windows adapter will transition from connected to not
connected. Reconnect the cable once you have identified the outside LAN
adapter.

3. Right-click on the Local Area Connection that connects to your campus and
select Rename. Give an appropriate name such as Outside, Campus, or Internet
so that it is easily identifiable.

4. Right click on the Local Area Connection that connects to your campus LAN
(outside), then select Properties.
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5. Click on "Internet Protocol Version 4 (TCP/IPv4)", then click the Properties
button.

6. Click "Use the following IP address".

7. Enter the vCenter server IP address, Subnet Mask, and Default Gateway that will
be used to access vCenter from your campus LAN connection.

8. Click "Use the following DNS server addresses".

9. Enter the primary and alternate DNS server addresses used to resolve names on
your campus LAN.

10. Click OK on all dialogs to finish complete the task.

11. Open a command prompt and ping the outside address of the NETLAB server (as
locally assigned) to verify that your vCenter outside interface is working properly.

GO [E' + Control Panel = Network and Internet ~+ Network Connections =

Dizable thiz nebwork device

& this conneckion  Rename this connection  View stabus of this connection  Change settings of this ¢

',_ Local Area Connection 2
= Mebwork cable
9 @7 Intel(R) PROJ1000 MT Network Conn...

Internet Protocol Yersion 4 (TOP/TPy4) Properties
Metworking I Shu'ngl General |
Connect usng mmmle&mumﬁWimmkmu
- - capabiity. Otherwise, you to ask your network administrabor
|= IntellR] PRO./1000 MT MNetwork Connection or b e
. ; - o —I Aol " Obtain an IP address automatically
Etcton s the DG faws 1 Usa the Following IF address:
[ % Chent for Miciosolt Netwarks
1 JBl Qa5 Packet Scheduber IP address: |
Subret mask: |
Dief sl gateway: |
Cio DS server addeecs |
(¥ Lse the Following DNS server addresses
Iri i Preferred DNS server |
- Dezcnption Akernake DMS sarver: [
Transmizson Control ProtocolIntesnet Probocol The dedaul
wade area netbeork, protocal that provides communication
acioss diverse nberconnecled networks. I Validake settings upon exdt Advanced.., |

[k Cancel
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45.2 Inside Interface

In this task you will configure TCP/IP on the interface that connects the vCenter server
to your inside network (control switch if physical server).

Skip this task if you are using the Single-Homed networking (which does not use an
inside interface).

Campus LAN
Outside
{"1 Windows Server 2008 R2 64-bit
SQL Database
For
Dual Homed
and
VMware vCenter Secure+ Onr‘y
vSwitchO Network Network vSwitchl
(if virtual) Adapter Adapter (if virtual)
1 2

Please refer to the illustration on the next page for the following tasks.

1. Onyour vCenter server, navigate to Network Connections.

a. Click on the Start Menu. In the search field enter network connections.
b. Click on View network connections.

2. ldentify the inside LAN adapter on the Network Connections window. On a
physical server, you may temporarily unplug the inside LAN Ethernet cable while
viewing the Network Connections window to identify the inside adapter; the
corresponding Windows adapter will transition from connected to not
connected. Reconnect the cable once you have identified the inside LAN adapter.

3. Right-click on the Local Area Connection that connects to your NETLAB+ control
switch and select Rename. Give an appropriate name such as NETLAB Inside so
that it is easily identifiable.

4. Right click on the Local Area Connection that connects to your NETLAB+ control
switch (the inside LAN adapter), then select Properties.
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5. Click on Internet Protocol Version 4 (TCP/IPv4) and then click the Properties
button.
6. Click "Use the following IP address".
7. Enter the vCenter server inside IP address and Subnet Mask.
a. The recommended IP address is 169.254.0.253.
b. The subnet mask is 255.255.255.0.
c. The default gateway should be blank (not set).
8. Click "Use the following DNS server addresses". Leave these settings blank (not
set).
9. Click OK on all dialogs to finish complete the task.
10. Open a command prompt and ping the NETLAB+ server inside interface at to
verify that your inside vCenter interface can communicate on the inside network.

ping 169.254.0.254

[Gﬂ [E' - Control Panel - Network and Internat - Network Connections -

Organize ~  Desable this network device  Diagnose this connection  Rename this connection  Yiew status of this connection  Change settings of this

& NETLAB Inside Propestics X Internet Protocol Yersion 4 (TCP,TPv4) Properties
o ng ISh"'i’“] General
g You can get [P ssttings assigned automaticaly i your network supports
| & IntellRt) PRO/1000 MT Network Connection #2 &mﬁﬁmw mnmdtnmmrﬁmkmmm
. . _ ™ Obtain an IP address automatically
Thas connection wses the followng Rems: = - .
] % Chent lor Microsoft Mebworks '
. i
¥ JBl00S Packet Schedler IP address: [169 . 254 0 .23
| =) File and Printer Shanng for Micrasolt Networks CAf [25 . 255 .25 0
¥ . Intemet Protocol Version 4 [TCRAPW) Defaul gateway: |
I LinkeLaper iECovely i apper 10 Dirver
- Link-Laper Topology Discoveny Responder €| Gibtain DS server address automatically

+ Use the: folowing DNS server addresses:

Fetal | [t al Prefermed DS sarver: [
Descrpbion Alternate DS sarver: |

Transreszion Conttol Protocol/intemeat Piotocol The deafaul
wide aces nebwork protocol that provides communecation
acioss diverse interconnected networks. I™ walidate settings upon exdt Advanced... |
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4.6 Installing VMware vCenter and Related Software

vCenter Server requires Windows Server 2008 R2 64-bit. Please install this on your
virtual machine or physical machine depending on your setup. Make sure all operating
system updates are applied before continuing. If you install vCenter Server on a virtual
machine, be sure to install VMware Tools before continuing.

4.6.1 Installing vCenter with Microsoft SQL Server 2008 R2 (Option 1 and 3)

This section is recommended for vCenter deployments that will exceed 50 virtual
machines. If you are not exceeding 50 virtual machines, but plan to in the near future, it
is recommended that you use this section.

This setup is the same for both virtual vCenter (Option 1) and bare metal vCenter
(Option 3) installs. Please have your license key for Microsoft SQL Server 2008 R2
available. Microsoft SQL Server 2008 R2 must be installed and a database created
before installing vCenter Server. This section will assist you in that setup.
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4.6.1.1 Configure Hostname and Create User Account

1. Beforeinstallation, you must set the hostname of the machine to something
identifiable. Click on the Start Menu. Right-click on Computer and then click on

Properties.
o S —
. ‘.J Motepad .I||
é.
(= J
V=0 Inkernet Explarer A
Command Prompt Adminiskratar
Documents
Open
5|
Metwork @ MEIEEE
Map network drive. .
Contral Panel Disconnect network drive. .,
: Show on Deskkop
Devices and P
Renarne
Administrative Properties
Help and Support
Run...
3 All Programs Windows Security
I Search programs and Files ﬂ Laqg aff bl

=2 &5 - @
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2. Under the Computer name, domain, and workgroup settings section, click on the
Change settings link.

Computer name, domain, and warkgroup settings

Computer name: WIN-FELUNTQOTIH [Bg'Change seftings

Full computer name: WIN-FZLUNTQOIOH
Computer description:

‘Workgroup: WORKGROUP

3. A System Properties window will appear. Make sure the Computer Name tab is
selected and click the Change button.

System Properties E

Computer Mame | Hardwarel Advancedl Hemotel

i windows uses the following infarmation to identify your computer

o on the netwark.

Computer description: ||

For example: "l|S Production Server” or
“Buccounting Server',

Full computer name: WIN-F2ZLUMFRE19H
Wiorkgroup: WORKGROURP

Torename thiz computer or change ite domain or
warkgroup, click Change.

oK. I Caticel Aoply
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4. Clear the Computer Name field and enter vCenter or a unique name of your
choice. Click on OK to save settings.

Computer Name;/Domain Changes Ei

“r'ou can change the name and the membership of thiz
computer. Changes might affect access to netwark rezources.

tMore information

Caomputer name:

Ivl:enterl

Full computer nane:
wCenter

bare.. |

kember of
£ Domain:

& Workgroup:

|WDF|KGFEEIUF'

Cancel |

5. You will be prompted with a window explaining you must restart your computer
to apply these changes. Click OK.
6. Click close on the Computer Name window. You will be prompted to restart
your computer. Click Restart Now.
7. You need to create a sqladmin account for starting SQL Server services. Click on
the Start Menu and right-click on Computer. Click on Manage.

» all Programs

Tekwork,
Map network drive...

Cantral Panel Disconneck netwark drive. ..

Show on Deskiop

Dexvices and Pr Rename

Adrninistrative Properties

Help and Suppark

Rur. ..

windows Security

I Search programs and files

@J Log off bl

| & @ 2 @
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8. Click on Configuration->Local Users and Groups->Users on the left hand side.
Right-click in the white space below the listed users and click New User... to

create a new user.

E,= Server Manager

File  Action View Help

&= == H=

f,l;a Server Manager (WCEMTER)
5.' Roles

{1} Task scheduler
ﬁ' ‘Windows Firewall with Adw:
{_‘tf Services
4 WML Conkrol
| ¥ Local Users and Groups
| Groups
=5 Storage

Refresh
Export List...

Viess

Arrange Icons b

Line up Icans

Help

ﬁ;.'] Features Mame I Full Mame
= Diagnostics A pdrinistrator
[5_1{[] Configuration | £9)Guest

3

9. Onthe New User window, in the Username field, enter sqladmin. In the
Password field, enter a unique password for this account. It is strongly
recommended that you do not use the same password as your Administrator
account. Confirm the password. Uncheck User must change password at next
logon and put a checkmark next to Password never expires. Click Create to

continue.

New Liser

User name: ISqladmm

Full name: I

Description: I

PaSSWDrd: I.............

Confirm pagzword;

E- Wsern must change pazsword|at next lagen I

[™ User cannot change password

||_7 Fagzzword never expires I
[™ &ccount is dizabled

Help |

| Cloze |

10. Click Close on the New User window.
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11. Confirm the sqladmin user shows up in the list of users. Close the Server
Manager window.

4.6.1.2 Install Microsoft SQL Server 2008 R2

1. Please insert the Microsoft SQL Server 2008 R2 CD/DVD into the drive. If thisis a
virtual machine, attach the appropriate image to the virtual machine.

2. You may be prompted to install .NET Framework and update Windows installer.
Click OK to continue.

Microsoft SQL Server 2008 B2 Setup E

@B 50L Server 2008 B2 setup requires Microsoft \MET Framework and
W' an updated Windows Tnstaler to be installed,

To enable the \MET Framework Core role, click 0K, To exit Setup,
click Cancel,

|

3. The SQL Server Installation Center window will appear. Click on Installation on
the left hand side.
4. Click on New installation or add features to an existing installation.

%% SOL Server Installation Center

Planning LH Mews inskallation o add Features to an existing inskallation,

Launch a wizard toinstall S0L Server 2003 B2 in a non-cluskered environment or to add features to

Installation an existing SOL Server 2005 R2 instance,

Maintenance

- ol Mew SQL Server Failover cluster installation
ools
Launch a wizard to install a single-node SQL Server 2008 R.2 Faillover clusker,
Resources
“f o Add node to a SOL Server Failover clusker
Advanced o & 'H‘)
u Launch a wizard to add a node to an existing SQL Server 2008 R.2 Faillover clusker,
Options

Upgrade from S0L Server 2000, S0L Server 2005 or SOL Server 2003

Launch a wizard to upgrade SQL Server 2000, SQL Server 2005 or SOL Server 2008 bo SOL Server
2008 R2,

Seatch for product updates
Search Microsoft Update For 3L Server 2008 B2 produck updates,

¢
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5. SQL Server 2008 R2 setup will perform a series of checks on rules. When the
operation has completed, confirm all passed and click OK to continue.

%% S0L Server 2008 R2 Setup M= 3

Setup Support Rules

Setup Support Rules identify problems that might occur when you install SQL Server Setup support Files, Failures must be corrected
before Setup can continue,

Setup Support Rules Operation completed, Passed: 7. Faled 0. \Warning 0. Skipped 0.

Show details == | Re-run |

Wiews detailed report

6. You will be prompted to enter your Product Key. Note that if using a MSDN-AA
version or comparable, the key may already be entered. Click Next to continue.

7. Read the Microsoft Software License Terms. If you accept, click the checkbox net
to | accept the license terms. Click Next to continue.

8. You may begin installing the Setup Support Files. Click Install to continue
installation.

9. Once the support files have been installed, another check is performed on setup
support rules. Confirm all passed. (You may get a warning on Windows Firewall.
This is ok.) Click Next to continue.

Operation completed, Passed: 10, Faled 0, Warning 1. Skipped 0.

Hide details << | Re-run |

Wiew detailed repork

Rul| Rule Status
@ Fusion Active Template Library (ATL) Passed
@ Unsupported 30U Server products Passed
@ Performance counter reqistry hive consistency Passed
@ Previous releases of SQL Server 2008 Business Inteligence Develop... | Passed
@ Previous CTP installation Passed
@ Consistency validation For SQL Server registry kews Passed
@ Computer domain contraller Passed
@ Microsaft .MET Application Security Passed
i | Edition Wowed platform Passed
@ Windows PowerShel Passed
A | Windows Firewall Warning

10. On the Setup Role window, select SQL Server Feature Installation and click Next

to continue.
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11. On the Feature Selection window, click on Select All. Then uncheck Analysis
Services and Reporting Services. Click on Next to continue.

12.

13.

14.

15.

Features:

Description:

stance Features
Dakabase Engine Services
S0L Server Replication

(o] Full-Teck Saar-h

[ analysis Services
[ ]| Reporting Services

Shared Features

Client Tools Conneckivity
Integration Services

Client Tools SDK
SGL Server Books Online
Management Tools - Basic

S0L Client Connectivity SDK
Microsaft Sync Framesork,
Redistributable Features

Select Al Unselect Al

Business Inteligence Development Studio

Client Tools Backwards Compatibility

Management Tools - Complete

Server features are instance-
aware and have their own
reqistry hives, They support

multiple instances on a computer,

On the Installation Rules window, confirm all rules passed and click Next to

continue.

On the Instance Configuration window, leave the default setting of settings and

click Next to continue.

On the Disk Space Requirements window, review the information and click Next

to continue.

On the Server Configuration window, click the Use the same account for all SQL

Server services button.

Service Accounts | Callation I

Micrasoft recommends that you use a separate account For each SQL Server service,

Service | Account Mame Password Startup Tvpe

) Manual j
SQL Server Database Engine Aukornatic j
SCL Server Inteqgration Services 10,0 | NT AUTHORITYiMetwork. .. Aukornatic j
SQL Full-text Filker Daermon Launcher | T AUTHORITYILOCAL 5., Manual
SCL Server Browser MT AUTHORITYLOCAL 5., Disabled j

I IJse the same account For all S0L Server services |I

16. A window will appear. Click Browse... to continue.
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17. On the Select User or Group window, enter the sqladmin account you created
earlier and click Check Names to confirm the name. If found, the name will
change to the COMPUTER-NAME\sqgladmin (i.e. VCENTER\sqladmin). Click OK to
continue.

Select User or Group

Select thiz object type:

IUser, Graup, ar Built-in security principal Object Types...

From thiz location:
|VI:ENTEF! Locations...

Enter the object name to zelect [examples]:

WYCEMNTE R zgladrin Check Mames

ia:

Advanced... | Cancel |

.

18. Confirm the Account Name field is now filled and enter the password for that
account. Click on OK.

Use the same account for all SQL Server 2008 R2 services

Specify a user name and password For all 0L Server service accounts,

Accourt Marne: Isqladmin =] Brnwse...l
I*************
oK I Cancel |

Password;

19. On the Server Configuration window, locate the SQL Server Agent service and
change the Startup Type to Automatic. Click Next to continue.

Service Accounts |CD||ati0n I

Microsoft recommends that wou use a separake account For each SOL Server service,
Service Account Name Password | Skartup Type
0L Server Agent sgladmin sessssseney,,,
30L Server Database Engine sgladmin sesswnsenws, ., |Automatic
0L Server Integration Services 10,0 | sgladmin ssesssssene,, , | Automatic j
3L Full-text Filker Daemon Launcher | NT AJTHORITY\LOCAL 5... Manual
0L Server Browser MNT AUTHZRITYLOCAL 5., Disabled j

20. On the Database Engine Configuration window, click on the Add... button.

21. On the Select User or Group window, enter the sqladmin account and click Check
Names to confirm the name. If found, the name will change to the COMPUTER-
NAME\sgladmin (i.e. VCENTER\sqladmin). Click OK to continue.
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Select User or Group

Select thiz object type:

IUser, Group, ar Built-in security principal

From thiz location:

|VI:ENTEF!

Enter the object name to zelect [examples]:

Object Types...

Locations. ..

CEMTER%agladrnin

Advanced... | Cancel |

Check Mames

[, |
[Lesee. |
[EETEET

o

22. On the Database Engine Configuration window, click on the Add Current User
button. You should see the account added in the list. Confirm the two accounts

are there and click Next to continue.

Specify S0L Server administrators

saladmin {sqladmin)
WCEMTER Adminiskratar {Administrakor)

I Add Current User I Add. .. | Remove |

S0L 5t
have L
the D

< Back |

Mexk =

23. On the Error Reporting window, click Next to continue.

24. On the Installation Configuration Rules window, additional checks are performed.
Confirm all have passed and click Next to continue.
25. On the Ready to Install window, review the information and click on Install to

begin installation.

26. On the Installation Progress window, you can follow the progress. This may take

some time depending on your hardware.

27. When the installation has completed, confirm it was successful and click Close to

exit the installation.

28. You may close the SQL Server Installation Center window.
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4.6.1.3 Create vCenter Database and ODBC drivers

1. Nextyou will use the Management Studio to create the vCenter database. Click
the Start Menu>All Programs>Microsoft SQL Server 2008 R2>SQL Server
Management Studio.

(=2 Internet Explarer (&4-bit) m—

= {
(28 Internet Explorer J
@ Mozilla Firefox \_)

windows Update

. Arcessories P —
. Administrative Tools MnISErELar
. Maintenance

Dacuments
. Microsoft SQL Server 2008
. Microsoft SQL Server 2008 R2 |

. Cornpuker
L Import and Export Data (32-bit)
L Import and Export Data (64-bit) Mebwark

‘ﬂ 0L Server Business Inteligence Developm
| SOL Server Managernent Studio |
| Analysis Services

Control Panel

, Configuration Tools Dievices and Prinkers

, Documentation and Tukorials

. Inkegration Services Administrative Tools »
, Performance Tools

. Microsoft Visual Studio 2008 Help and Support
. Startup

. WMware Run. ..

4 Back Windows Security

I |search programs and files l!_ﬂ] Log off Dl
[ 7start -gj% by | @
i : 'H -_l_—I;IJ

2. Inthe Connect to Server window, click on the drop-down for the Server Name
field and click on <Browse for more...>.

Microsoft*
ﬁ SQL Server2008R2

Server tupe: |Dalabase E higire: 'l

Server name;

Authentication:

IJzer name: IVEENTEH\Administratnr j

Pazzword: I

[ Bemember password

Lanmest I Cancel | Help Optiong »»
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3. Onthe Browse for Servers window, click the + sign next to Integration Services

and click the computer name you configured in section 4.6.1.1. Click OK to
continue.

g Browse for Servers

Local Servers | Mebwork Serversl

Select the server to connect to;

| || Database Engine

/a Analyzis Services

& Reporting Services

L[5 S0L Server Compact Databases

El_l Integration Services
. &g /CENTER

I 0k I Cancel | Help |

On the Connect to Server window, change the Server Type to Database Engine.
Click Connect to continue.

g Connect to Server E

Microsoft®

2 SQLServer2008Rr2

Semver bype: IIntegratiDn Services j
. [ atabaze Engine
T

Reporting Services

S0OL Server Compact

Integration Services
T

Authentication:

Uzer name:

Fassword: I

™ Remember, password
I Connect I Cancel | Help | Optiong > |

Under Object Explorer on the left hand side, click the + sign next to Databases.
Right-click on Databases and select New Database...
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icrosoft SQL Server Management Studio

File  Edit  Wiew Debug Tools  window  Communiby Hel

_:l_Neruery ol ?EE‘ ﬁ‘j I}_.l Lj A ) -
Ohject E er

&

Ly

=

nneck =

el
24
[

MNew Database. ..
3 Datab attach, .
[ Security
3 Server ob Restore Database. ..
[ Replication Restore Files and Filegroups. ..
[ Managerne
[ 0L Serve Start Powershell
Reports
Refresh

6. Inthe New Database window, enter VCENTER in the Database Name field. Click
OK to continue.
7. Confirm the VCENTER database is listed under Databases on the left hand side.

.;,: Microsoft SQL Server Management Studio

File Edit ‘“iew Debug Tools ‘Window — Comnil
S New query | [Ty |l 5 o | [ |5 H &

Object Explorer

Conmect~ & 23w T (2] 5

=l Ld WCEMTER (S0 Server 10,50,1600 - WCENTERVA
[SEENECatabases
[ Swstem Databases

Database Snapshoks
WCENTER
eCuriy

1 Server Objects
1 Replication

| Management

I_% 0L Server Agent

8. Right-click on the VCENTER database and click Properties.

9. Under Select a page on the left, select Options.

10. Change the Recovery Model to Simple via the drop-down box. Click OK to
continue.

11. Exit Microsoft SQL Server Management Studio.
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12. Next you need to create the ODBC drivers for VMware vCenter. Click on the
Start Menu>Administrative Tools>Data Sources (ODBC).

—
- j Mokepad

@ Internet Explorer
u_g% 3L Server Management Studio

Zommand Prompt

=
I_.@ 3L Server Books Onling
N

» all Programs

E Data Sources (QODEC)
14| Event Vigwer
& i5CSI Initiatar
:4_3' Local Security Policy

S UIUILS] 1 11 RS IS I

@i\ Performance Monitar
:4_3' Security Configuration Wizard
Tk Server Manager

Adrninistratar

Dacuments

L., Services
omputer ‘5| Share and Storage Management
'—# Starage Explorer

. Systern Configuration

Tekwork,

@ Task Scheduler
ﬂ ‘Windows Firewall with Advanced Security

Zonkral Panel

Devices and Prinkers

|3 Windows Memory Diagnostic
E Windows Powershell Modules

Adrministr sty y b Windows Server Backup

Help and Suppark

Rur. ..

windows Security

I Search programs and files

@J Log off bl

[ 7start

2 E 5@

13. On the ODBC Data Source Administrator window, click on the System DSN tab.

Click on the Add... button.

14. On the Create New Data Source window, click on SQL Server Native Client 10.0

source and click Finish.
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15. On the Create a New Data Source to SQL Server window, enter VCENTER in the
Name field. Enter your computer-name you set in section 4.6.1.1 (i.e. VCENTER).
Click Next to continue.

Create a New Data Source ko S0L Server

)

fﬁﬂfServermaz

Thiz wizard will help you create an ODBC data source that you can use ta
connect to SOL Server.

w'hat name do pou want bo uze to refer to the data source?

How do you want to describe the data source?

Dezcription: I

Wihich 510 2
Semver. [VCENTER 4

Firizh I Mest » I Cancel | Help |

16. When asked, “How should SQL Server verify the authenticity of the login ID?”
leave the default settings and click Next to continue.

17. Click the box next to Change the default database to and select VCENTER from
the drop-down. Click Next to continue.

Create a MNew Data Source to SOL Server E

)

fédeemrmez

¥ Change the default database to;

I
[ Attach database filename:

¥ Use AMSI quated identifiers.
¥ Usze &MSI nulls, paddings and warnings.

< Back I IHeut » I Cancel | Help |

18. On the next screen, leave the default settings and click Finish to continue.
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19. On the ODBC Microsoft SQL Server Setup window, click the Test Data Source...
button to check the database.

20. On the SQL Server ODBC Data Source Test window, confirm the tests completed
successfully and click OK to continue.

21. On the ODBC Microsoft SQL Server Setup window, click OK to continue.

22. On the ODBC Data Source Administrator window, make sure the VCENTER data
source is listed with the SQL Server Native Client 10.0 driver. Click OK to
complete the setup.

4.6.1.4 Install vCenter with SQL Server 2008 R2 database

If you are installing vCenter on a physical machine, you can burn the .iso image to a DVD.
Insert the DVD into the CD/DVD drive.

If you are installing to a virtual machine, upload the image file to the ESXi datastore and
add the CD to the virtual machine’s CD/DVD drive.

1. Click the vCenter Server link.

[% ¥Mware vCenter Installer
vmware

VMware vCenter”

Server 4.

Explore media

ySphere Client
yCemter Update Manager

v_enter Converter
Utility
Agent Pre-upgrade Check

m
5.
=

If prompted for a security warning, click on Run.

Choose the setup language, “English”, and click OK.

On the Welcome page, click Next.

On the End-User Patent Agreement page, click Next.

On the License Agreement page, select “l agree to the terms in the license
agreement” and click Next.

oukewNnN
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7.

10.

11.
12.

13.
14.

15.

16.

6/29/2012

On the Customer Information page, enter your information. In the License key
field, enter the license key assigned to you when you downloaded vCenter
Server from the VMware e-academy website and then click Next.

On the Database Options page, select Use an existing support database and
select VCENTER (MS SQL) from the Data source Name (DSN) drop-down box.
Click Next to continue.

Confirm the correct DSN and ODBC Driver are selected and click Next to continue.
On the vCenter Server Service page, enter the account password and confirm the
password. Click Next to continue.

On the Destination Folder page, leave the default and click Next.

On the vCenter Linked Mode Options page, leave “Create a standalone VMware
vCenter Server instance” selected and click Next.

On the Configure Ports page, leave the defaults and click Next.

On the vCenter Server JVM Memory page, select “Small (less than 100 hosts)”
and click Next.

On the Ready to Install the Program page, click Install. The installation will take
a few minutes to complete.

When the installation is complete, click Finish to exit the wizard. Leave the
VMware vCenter Installer window open.
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4.6.2

Installing vCenter with Microsoft SQL Express (Option 2 and 4)

This section is for vSphere ESXi 4.1 U2 deployments that will not exceed 50 virtual
machines.

If you are installing to a virtual machine (Option 2), upload the image file to the ESXi
datastore and add the CD to the virtual machine’s CD/DVD drive.

If you are installing vCenter on a physical machine (Option 4), you can burn the .iso
image to a DVD. Insert the DVD into the CD/DVD drive.

1.

oA wWN

Click the vCenter Server link.

[ ¥Mware vCenter Installer
vmware

VMware vCenter”

Server 4.1

duct Installers Explore media

i
wenter Guided
vSphere Client

yiCenter Update Manager
vCenter Converter

Utility
Agent Pre-upgrade Check

Consolidation

m
=2,
=

If prompted for a security warning, click on Run.

Choose the setup language, “English”, and click OK.

On the Welcome page, click Next.

On the End-User Patent Agreement page, click Next.

Onthe License Agreement page, select “l agree to the terms in the license
agreement” and click Next.

On the Customer Information page, enter your information. In the License key
field, enter the license key assigned to you when you downloaded vCenter
Server from the VMware e-academy website and then click Next.

On the Database Options page, make sure “Install a Microsoft SQL Server 2005
Express instance (for small scale deployments)” is selected and click Next.

On the vCenter Server Service page, leave the “Use SYSTEM Account” check box
selected and click Next.

10. On the Destination Folder page, leave the default and click Next.
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11.

12.
13.

14.

15.

4.7

On the vCenter Linked Mode Options page, leave “Create a standalone VMware
vCenter Server instance” selected and click Next.

On the Configure Ports page, leave the defaults and click Next.

On the vCenter Server JVM Memory page, select “Small (less than 100 hosts)”
and click Next.

On the Ready to Install the Program page, click Install. The installation will take
a few minutes to complete.

When the installation is complete, click Finish to exit the wizard. Leave the
VMware vCenter Installer window open.

Install the vSphere Client on the vCenter Server System

In this task, you install the VMware vSphere™ Client on the vCenter server.

1.

oUvkwWN

®© N

10.
6/29/2012

In the VMware vCenter Installer window, click vSphere Client to launch the
installation wizard.

[#) ¥Mware vCenter Installer
vmware

VMware vCenter”

Server 4.1

VYMware Product Installers Explore media
wZenter Server
y_enter Guided Consolidation

ySphere Clignt

yCenter Update Manager

wiCenter Converter
Utility

Agent Pre-upgrade Check

m
=2,
=

If prompted for a security warning, click on Run.
Choose the setup language, “English”, and click OK.
On the Welcome page, click Next.
Onthe End-User Patent Agreement page, click Next.
On the License Agreement page, select “I agree to the terms in the license
agreement” and click Next.
On the Customer Information page, enter your information, and then click Next.
On the Destination Folder page, leave the default and click Next.
On the Ready to Install the Program page, click Install. The installation does not
take long to finish.
Click Finish when the installation is complete.
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4.8

Install vCenter Converter

VMware vCenter Converter can be used to import virtual machines from other VMware
production versions. Installation of this component is optional.

1.

ouvkwnN

o N

6/29/2012

Click on the vCenter Converter link in the VMware vCenter Installer.

':_",-' ¥Mware vCenter Installer ;IEIEI
vmware

VMware vCenter”

Server 4.]

VYMware Product Installers Explore media
vizenter Server
vi_enter Guided Consolidation
vSphere Client
yi_enter Update Manager

venter Converter
Utility
Agent Pre-upgrade Check

M
==
=

If prompted for a security warning, click on Run.

Choose the setup language, “English” and click OK.

On the Welcome page, click Next.

On the End-User Patent Agreement page, click Next.

On the License Agreement page, select “l accept the terms in the License
Agreement” and click Next.

On the Destination Folder page, leave defaults and click Next.

On the VMware vCenter Server Information page, set the Server to the IP
address of the vCenter Server. Set the username to local administrator on the
vCenter Server and the password for that account. Leave the Port setting to
default of port 80. Click Next.

If an untrusted SSL certificate message appears, click Yes to continue.
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¥Mware vCenter Converter ﬂ

"_-, w_enter Server server presented an untrusked S50 cerkificate and secure communication cannot be guaranteed. The

! server's Fingerprint is '19:64:69:E9:61: 26:07:99: 8F:BA: 1B:79:51:01 :90:60: 0B 9C: 56: 85,

If wou trust this server, Click "es' to continue, otherwise o',

10. On the VMware vCenter Converter Port Settings page, leave the defaults and
click Next.

11. On the VMware vCenter Converter ldentification page, make sure the IP address
of your vCenter Server is selected and click on Next.

12. On the Ready to Install page, click Install.

13. When the installation completes, click Finish.

14. Click Exit to close the VMware vCenter Installer.

4.8.1 Install and Enable the vCenter Converter Plug-in

If you installed vCenter Converter, you may also install the vCenter Converter Plug-in.
This will enable you to use vCenter Converter from the vSphere Client.

1. Double-click the vSphere Client icon.

2. Atthe vSphere Client login screen, set the username to local administrator on
the vCenter Server and the password for that account. Click Login.

3. Inthe menu bar of the vSphere Client, select Plug-ins > Manage Plug-ins. The
Plug-in Manager appears.

[': ¥CENTER-1 - ¥Sphere Client
File Edit Yiew Inwventory Administration |Plug-ins | Help

E ﬂ £y Home b &5 Inventnrl Eanage Plug-ins...

4, Under Available Plug-ins, click the Download and Install link, next to the entry
for vCenter Converter.
5. When the download completes, do the following:
a. Choose the setup language, English and click OK.
b. Onthe Welcome page, click Next.
c. Onthe End-User Patent Agreement page, click Next.
d. Onthe License Agreement page, select “l accept the terms in the License
Agreement” and click Next.
e. Onthe Ready to Install page, click Install.
6. Click Finish when the installation completes.
7. Verify that the vCenter Converter plug-in has a status of Enabled in the Plug-in
Manager.
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Plig-in Mame | Yendor Version | Status
Installed Plug-ins

& w_enter Skorage Manikaring YWilware Inc, 4.1 Enabled
& wCenter Hardware Skatus YWiware, Inc, 4,1 Enabled
& w_enker Service Skakus Yilware, Inc, 4.1 Enabled
& Licensing Reporting Manager YWiware, Inc, 4,1 Enabled
& w_enker Converter Wiware, Inc, 4,2.0 Enabled

8. In the Plug-in Manager, click Close.
9. Close the vSphere Client window.

4.9 Creating a Virtual Datacenter in vCenter

| Description

Skarage Manikaring and
Reporting

Displays the hardware skatus of
hiosks (CIM monitoring)

Displays the health skakus of
viZenker services

Displays license history usage
Converts physical and wirtual
rachines, and backup images ko
Whiware virtual machines,

In this section, you will create a virtual datacenter that will contain your ESXi host

systems and virtual machines.

1. Open the vSphere Client application.

2. Loginto the vCenter instance by entering the IP address of the vCenter server.
You may enter localhost if you are accessing the vSphere client from the same

machine where vCenter is installed.

vmware

VMware vSphere”

Client

To directly manage a single host, enter the IP address or host name,
To manage mulkiple hosts, enter the IP address or name of a
wiZenter Server,

IP address | Mame: |I|:u:alh|:|st j

User name: |

Password: |

¥ Use Windows session credentials

Login Close Help
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3. Asecurity warning may appear. Check the box to install the certificate and click
Ignore.

Security Warnning

Certificate \Warnings

&n unkrusked S50 cerkificate is installed on "wcenter-1" and secure communication cannot be

guaranteed. Depending on vour security policy, this issue might not represent a security concern.
You may need bo install a trus‘ed g5l certiiicate an your server ko prevent this warning from

I AT I

Click. Ignare ko conkinue using the current S50 certificate,

Wiew Certificate | Ignore Cancel

[v Install this certificate and do not display any security warnings For "wcenter-1",

4. Verify that the Hosts and Clusters Inventory view is displayed in vCenter. You
should see the label Hosts and Clusters in the navigation bar.

= YCENTER - vSphere Client

File Edit Wiew Inventory Administration  Plug-ins  Help

@ E £y Home b &8 Inventory [I@ Haosts and Clusters

v B
[/ | WCENTER YCENTER, vcenter-1 YMware vCenter Server, 4.1.0, 258902

Virkual Machines ! Hosts
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a. Create a datacenter. Right-click your vCenter Server in the inventory,
then choose New Datacenter.

(% VCENTER - vSphere Client

File Edit Yiew Inventory Administration Plg-ins Help

E E Eﬁ Home b gf] Inventory [}@ Hosts and Cluskers

v E
(=) (MCENT
fj Mew Folder Ckrl+F
|EI Mew Datacenter % Chrl+D
Add Permission. .. Ckrl+P
.':'||E|I’IT| " iter A00 3 nosl
Qpen in Mew Window, ., kAl nter Server
et up vCenter Server. ~
Rename
1 - ter.

b. Enter a datacenter name. The suggested name is NETLAB.

(%) VCENTER - vSpher® Client

File Edit “iew Inwventory  Administration  Plug-ins  Help

@ E Eﬁ Home b g Inwentory b@ Hosts and Cluskers

v H

= ﬂ WZEMTER.

YCENTER, vcenter-1 ¥YMware v

Getting Started
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4,10 Create Windows User Account and vCenter Role for NETLAB+

For improved security, we recommend that you create a separate Windows user
account and vCenter role that NETLAB+ will use for accessing the vCenter system.

1. Create a new Windows user account on the vCenter server system that will be
used exclusively by the NETLAB+ system.

2. Click on the Start Menu and right-click on Computer. Click on Manage.

Mkt

Map network drive. ..
Control Panel Disconneck netwark drive. ..

Shows on Desktop

Devices and Pr Rename

Administrative Properties

Help and Support

Run. ..

3 &ll Programs Windows Security

ISearch programs and Files l[_ﬂ] Log off Dl
rset| A B @
- " 4

3. Click on Configuration->Local Users and Groups->Users on the left hand side.

Right-click in the white space below the listed users and click New User... to
create a new user.

F,: Server Manager

File  Action  ‘iew  Help

e 2 ] e Y
i-a Server Manager (WZEMTER) 3
5 Roles
- Mame Full hame
& Features e
T Diagnostics ; Adrniristr ator
| =) {7 Configuration | Z¢/Guest

() Task Scheduler

i "Windows Firevall with Advz

&k Services

; Refresh
=1 WHI Control St L
| ¥ Local Users and Groups [
Wiew L4
| Groups -
& Storage Arrange Icons

Line up Icons

Help
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a.

b.

o o

f.

Enter a unique user name of your choice in the user name field. A secure
name is recommended here (not NETLAB).

Enter NETLAB in the Full Name field. This will easily identify the account
but will not be used as a login credential.

Enter a secure password and confirm.

Check "Password never expires".

Click Create.

New User ﬂ E

Uzer narne: I Enter unigue user name here

Full name: INETU’*B

Description:

PaSSWD[d: LA L Ll Ll L]y )]])

Confirm password: I-o-o-o-o-o-o-o-o-o-o

[ Wszer must change password at nest logan

[ User cannaot change password

W Password never expires

[ Account is disabled

After clicking the create button, you may find that the New User form
may be blank and the form does not close. The account was created,;

simply click Close and the newly created account should appear in the
user list.

4. Create a vCenter role for NETLAB+ by cloning the administrator role.

6/29/2012

a.

Open the vSphere client (if not already open from the previous task) and
login using administrator account.

b. Click Home at the top of the vSphere Client.
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Select Roles.

(%! VCENTER - vSphere Client

File Edit Wiew Inventory .ﬁ.dministnn Plug-ins  Help

Q&

Eﬁ Horme

Inventory

Search

Admimztrabion

&

Roles

Management

i

Hosks and Cluskers W= and D
Templates

Sessions Licensing Sy

d. Rightclick on the Administrator role.
e. Select Clone from the context menu.

= YCENTER - ¥Sphere Client

File Edit Migw

Inventory  Adminiskration  Plug-ins  Help

& &

¢y Home b Gf Administration b & Roles

@"' &dd Role

Roles

Marne
Mo access
Read-only

@ Clane Rale

Usage: Administrator

- tj Datacenters
%ﬁ_ administrators

| Bdrminiskratar |

Add. ..

Yirtual machine p
Yirtual machine s

Clone |

Resource pool ad
Yiware Consolid
Dakasktore consun
Metwork, consure

b () WCENTER
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f. Change the new role name to NETLAB.

(% VCENTER - vSphere Client

File Edit Yiew Inventory Administration Plug-ins Help

Ed B | @y Home b Gl Adwinistration b 88 Roles b ) VCENTER

@"' add Rale @ Clone Raole

Roles Usage: Clone of Administrator
Mame This role is not in use

Mo access

Read-only

Administrator

Wirkual machine power user (sample)

Wirkual machine user (sample)

Resource pool administrator (sample)

YWiware Consolidated Backup user (sample)

Dataskore consumer (sample)

)]

rETLAE] T |
L

g. Addthe NETLAB user created in Windows in task 3.
h. Click Home at the top of the vSphere client.
i. Click Hosts and Clusters.

(%! VCENTER - vSphere Client

File Edit Wiew Inventory  Adminiskrat

Q £y Home

Inventory
Search Hosks and Cluskers

j- Right-click on the vCenter instance.
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k. Click on Add Permission from the context menu.

(%! VCENTER - vSphere Client

File Edit Wiew Inventory Administration  Plug-ins  Help

ﬁ @ @ Home b g Inwventory [ Eﬂ Hosts and Cluskers
i:j-T =14

- () [WCENTER

5 MET| [ Mew Folder Ctrl+F

L:I Mew Datacenter Ckrl+Dr

Add Permission... k4P

Alarm i »

Open in Mew Window, . Chrl+alE+1 the Ho
ding a
Renarme celect

I. Click the Add button at the Assign Permissions dialog.

[ Assign Permissions

To assign a permission ko an individual or group of users, add their names ko the Users and Groups lisk below, Then
select one or more of the names and assign a role,

IJsers and Groups Assigned Raole
These users and groups can inkeract with the current Selected users and groups can interact with the current
object according bo the selected role, object according to the chosen role and privileges.
Marne Role Propagate |Reau:|-n:nnl':.-' ﬂ
- Al Privileges A
+ [ Alarms T

+-[] Datacenter

+-[] Datastare =
+-[] dvPort group
+- ] Extension
+-[] Folder

z

z

[ slabal
M Host

|

Description:  Select a privilege to view its
descripkion

fdd. ..

X | [v Propagate bo Child Objects
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m. Locate and select the newly created Windows user’s account you created
for NETLAB+ then click Add.

n. Verify that the user name now appears in the Users field.
Click OK.

(! Select Users and Groups _

Select users and groups to include in this role. ¥ou can also manually enter names and use the
Check Mames feature to validate wour entries against the directary,

Cromain: |liserver]| j

Isers and Groups

|Shn:|w Ilsers Firsk j | Search

Marne Description | Full Name ~
auesk
[é — METLAE T
_E:u SUPPORT 3829454l _M=Micrasoft Carporakion, L=Fedrmond, 5=, ..
‘g wadmin
@ Adrinistrators Administrators have complete and unreskrick, .,
@ Backup Operatars Backup Cperators can override security restr.,, %
- Add
by
Isers: | —
Groups: |

Mote: Separate multiple names with semicolons,

Check Mames |

Ik Cancel

p. Setthe Assigned Role to NETLAB (this role was created in the previous
task).
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g. Click OK.

o Assign Permissions

To assign a permission to an individual or group of users, add their names ko the Users and Groups lisk below, Then

select one or more of the names and assign a role,

Ilsers and Groups

These users and groups can inkeract with the current
object according to the selected role,

Assigned Role
Selected users and groups can interack with the current
object according to the chosen role and privileges,

Marme Role Propagate

METLAE ﬂ

[—g - - MNETLAE Yes

add. .. Remaove

Administrator .
YWirtual machine power user (sample)

Yirtual machine user (sample)

Resource pool administrator (sample)

YWMware Consolidated Backup user (sample)

Dakastore consumer {sample)

Mebwork, consumer {sample
w
. [A] Folder

+ Global
+- 1 Host b

Description:  Select a privilege to view its
description

v Propagate to Child Objects

Help

5. Exitthe vSphere client.

(04 Zancel

6. Verify that the newly created Windows account credentials can be used to login

to vCenter.
a. Openthe vSphere client.

b. Uncheck Use Windows session credentials.

6/29/2012
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c. Login using the user name and password that you specified when
creating the new Windows account for NETLAB+.

[ ViMware v5phere Client
vmware

VMware vSphere”

Client

To direckly manage a single hosk, enter the IP address ar host name,
To manage mulkiple hosts, enter the IP address or name of a
viZenter Server,

IP address | Mame: Il.;..;a||-|.;.5|; vI
User name: I--r-n- —
Password: I***********

[ Use Windaws session credentials

Laain Close Help

If you can login to vCenter without an error, you have successfully created a new
Windows account and vCenter role for NETLAB.

If you cannot login using the new Windows account user name and password, please
recheck all setup tasks from this section.

The user name and password for this account will be registered in NETLAB+ in the next
task. Henceforth, the user name and password for the NETLAB account should only be
used by NETLAB+ automation; it should not be used for interactive vCenter logins
(except for troubleshooting purposes).
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4.11 Registering a Virtual Datacenter in NETLAB+
In this section, you will add vCenter datacenter(s) created in the last section to NETLAB+.

Login to the NETLAB administrator account.

Select Virtual Machine Infrastructure.

Select the Virtual Datacenter and Management Agents option.

Click the Add Datacenter button.

Enter the required information for the datacenter you have set up using the
vSphere Client in the previous task. Field descriptions are provided below.

R wWwN PR

The values for this form may vary based on your local settings.

Virtual Datacenters and Management Agents

Admin Logout

Add Datacenter

Datacenter Hame | METLAB | (required)
Agent Hostname | | (reguired)
Agent Username | ||jrequiredj:
Agent Password | | (reguired)

show help tips []

(4 Add Datacenter | [53 Cancel

a. Datacenter Name: The exact name of the datacenter as registered in
vCenter (see the red box below). This will be NETLAB if you used the
recommended name when adding a datacenter in vCenter.

(%) VCENTER - vSpher® Client

File Edit Yiew Inwventorw Administration Plug-ins Help

@ @ £y Home b gF Inwventory [ [E Hosts and Clusters
gt E

= [t CENTER YCENTER, vcenter-1 ¥Mware vC

| [ neTLag
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c. Agent Hostname: This value is set to an IP addresses assigned to your
vCenter server. The address you should use depends on the networking
model you have chosen and will influence the path (outside or inside)
NETLAB+ will use to connect to the vCenter server. The following table
depicts which IP address you should use based on the model you

selected.

Network Model Management Path IP Address
Single-Homed OUTSIDE Campus LAN IP
Dual-Homed OUTSIDE Campus LAN IP
Secure+ INSIDE 169.254.0.253

d. Agent Username: Enter the username for the account created in section
4.10. This username will be used when NETLAB+ connects to vCenter.
e. Agent Password: Enter the password for the account created in section
4.10. This password will be used when NETLAB+ connects to vCenter.
6. Click Add Datacenter to complete the registration.
7. Click the Test button to verify that NETLAB+ can connect to vCenter server using
the settings you provided. If the test fails, recheck connectivity and your
datacenter settings.

412  Setting the Database Retention Policy

The purpose of this section is to prevent the vCenter database from filling the hard disk
with unnecessary information.

Not changing this setting has shown that database sizes grow exponentially and
eventually cause vCenter to slow down and even become non-responsive.

1. Open the vSphere client and login using administrator account.
2. Click on the Administration menu at the top and select vCenter Server Settings.

[ZJ ¥CENTER - vSphere Client

File Edit Wiew Inventory® Administration § Plug-ins  Help

Cuskom Aktributes. ..
4 E4 £y Home
§| vCenter Server Settings... || =

+ Ek g
E’I J—l Role L
B .\-'ICENTER R .
[ mETLAB
Edit Message of the Day...

Expoark System Logs...

Export wZenter Converter Logs...

|
3. Click on Database Retention Policy on the left hand side. Click the box next to

Tasks retained for and enter a preferred number of days (NDG recommends 30
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days). Click the box next to Events retained for and enter a preferred number of
days (NDG recommends 30 days). Click OK to save settings.

|J-_-T,J yCenter Server Settings B

Database Retention Policy
Haowe long should kasks and events be retained in vCenter database?

Llcehspg —Iv Tasks retained for
Skatistics

Funkirme Settings ISD 3: davs

Active Direcbory
GETl

SMMP —Iv Events retained for
Ports

Timeout Settings
Logging Options

30 5 days

|Use these options ta limit the growth of the database.

Do naot use these options iF you want ko maintain & complete histary of vCenker
tasks and events,

Advanced Settings

Help | Cancel |

4, Exit the vSphere Client.
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5 Adding ESXi Hosts to vCenter and NETLAB+

In this section, you will add your ESXi hosts to vCenter, and then register them in
NETLAB+.

Repeat the steps in this section for each ESXi host.

5.1 Adding ESXi hosts to vCenter

In this task you will add the ESXi host servers into vCenter Server for management and
license the servers using the license key you obtained in section 2.4.

1. Login to your vCenter Server system.

2. Double-click the vSphere Client icon.

3. Atthe vSphere Client login screen, set the host name as localhost, and then enter
the username and the password. Click Login.

4. Verify that the Hosts and Clusters Inventory view is displayed. You should see the
label Hosts and Clusters in the navigation bar.

File Edit “iew Inventory Administrabion  Plug-ins  Help
L B3 | fy Home b ogF Inventory b [ Hosts and Clusters
¢ B

= G WCENTER YCENTER, ycenter-1 ¥Mware v

|7 NETLAB

" mkhimm Tk mk A

Chrl+F

f:f Mew Eolder

B Mew Clusker... Chrl+L
[ addHost... Chri+H
E_T Mew Virkual Machine, .. Chrl+M

5. Add your ESXi host to the datacenter:
a. Right-click the on the datacenter (NETLAB), then choose Add Host. The
Add Host wizard appears.
b. When prompted by the wizard, enter the following values. Click Next to

continue.
Fields Values
Host First ESXi host machine IP address
Username Root
Password gs4e)r configured password used during host setup (section
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c. When the Security Alert window appears, select Yes.

Security Alerk |

D Unable ta verify the authenticity of the specified host,
x,_*/ The SHAL thumbprint of the certificate is;

S0:78:50065:52:5F:06: 14 20 F9 28 C6:DhEX 77 5407:66:5E:45
Do o wish to proceed with connecking amwway?

Choaose "Yes" if wou krust the host, The above infarmation wil
be remembered until the host is removed From the inventary,

Choose "Ma" ko abort connecting to the hast ak this Fime,

Yes | Mo I

d. Onthe Host Information window, view the information and then click

Next.

On the Assign License window, select Enter Key.

Enter the key you received from VMware in section 2.4.

Click Next.

On the Configure Lockdown Mode window, leave Enable Lockdown

Mode unchecked. Click Next.

i. Onthe Virtual Machine Location window, click on your NETLAB
datacenter. Click Next.

j. Onthe Ready to Complete window, review the information given and
select Finish to add the host.

k. Inthe Recent Tasks pane at the bottom of the vSphere Client window,
monitor the progress of the task.

I. After the task is completed, maximize the NETLAB datacenter and verify
that your ESXi host appears in the inventory.

> @ o

6. Repeat these steps for your other ESXi host servers.

After registering an ESXi host in vCenter, it should be managed through vCenter. You
should no longer connect directly to an ESXi host from the vSphere client.
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5.2 ESXi Host Virtual Switches

A virtual switch (vSwitch) on the physical ESXi host bridges between physical networks,
virtual machines, and the ESXi host kernel. Each vSwitch is aninternal LAN,
implemented entirely in software by the ESXi kernel.

ESXi Host Physical
Switch

Kernel Port Virtual

VLAN 1 .
(Untagged) Switch

|

Portgroup
VLAN X

o

Physical
NIC

Portgroup
VLANY

vCenter Server

Qdddaddddaddd

Your ESXi host(s) may connect to the outside network, inside network, or both
depending on the network model you are using. The following table indicates which
virtual switches are used for outside and inside connections.

Network Model OUTSIDE vSwitch  INSIDE vSwitch
Single-Homed vSwitch0
Dual-Homed vSwitchO vSwitchl
Secure+ vSwitchO
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5.3 Verifying vSwitchO Configuration

vSwitchO is automatically created during the ESXi software installation (section 3.5).
Using vCenter, confirm that networking on vSwitchO is properly configured (refer to the
red numbered items in the screen below):

1. vSwitchO is bound to the correct physical NIC (vmnic).

2. The physical NIC is connected and with correct speed/duplex.

3. The VMkernel port has the IP address you assigned when configuring your ESXi host.
The IP address should be one of the following:

a. Acampus LAN address if your ESXi host connects to the outside.

b. Anaddress in the range of 169.254.0.241 to 169.254.0.249 if your ESXi host
only connects to the inside network.

File Edit View Inventory Administration Plug-ins Help

E |E} Home b g Inventory b [El Hosts and Clusters | &8z Search Inventory
& +
& @ 3
=] @ ' voreer 41109 10.0.0.139 VMware ESXi, 4.1.0, 260247
= P R
— D 10.0.0.139 Getting Started | Summary | Virtual Machines | Resource Allocation | Performance JeLiL[IEiblin Tacks & Events
10.0.0.39
= Hardware View: | Virtual Switchl vNetwark Distributed Switch|
Processors Networking Refresh  Add Metworking. ..
Memory
Storage . I
- Virtual Switch: vSwitch0 Remove... Properties...
v Metworking
Storage Adapters s Machine Port Groun Frscs Aesprers
53 VM Netwark @ ool —o EE} vmnicd 1000 Full (&
Metwork Adapters | L P
Advanced Settings ] MEI'.I-Eg:En'I:EI:It Netwark g 1 2
Power Management 3 wmk0 : 10.0.0.139
| IP— 1
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54 Inside Network Configuration

In this section, you will perform the final setup of ESXi host inside networking. This
section only applies to networking configurations that connect the ESXi host(s) to the
inside network (see table below). This section describes various ESXi host networking
components. We recommend reviewing this section even if inside networking is not
used in your ESXi host configuration.

Networking Configuration Inside Networking

Single-Homed Networking No
Dual-Homed Networking Yes
Secure+ Networking Yes

Repeat the setup tasks in this section for each ESXi host in your NETLAB+ / vCenter.

publicIp CampusLAN Control Switches
: = Outsicle Inside Real Equipment
-4 = ({optional, Cisco NetAcad)
y - —8
I
e e AT CampusIP 169.254.0.254
1Gh/s
o
|
VMware vCenter
Campus Users CampusIP (T R R 169.254.0.253
1Gh/s
Campus|P =illnr 169.254.0.242
1Gh/s
System Admin ESXiHost 1
CampusIP 169.254.0.241
1Gh/s k
- Lemd (1GB/s if available)
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Three types of network traffic can flow across the ESXi inside network connection
depending on the networking configuration.

e Management traffic between vCenter and ESXi (VLAN1)

e Remote display traffic (VLAN1)

e Remote PC traffic between virtual machines and real equipment (VLANs 100 -
899)

The following diagram and table describes the various components of inside networking
and will be referenced in later sections.

0 —=_— | O ==
-

ESXi Host Control Real Equipment
Switch Pod
Kernel Port vSwitch @

169.254.0.24X

Portgroup
VLAN 100

Inside
Physical

Portgroup
VLAN 101

169.254.0.253 vCenter Server

169.254.0.254 i
169.254.1.1 oo —— e

# Component Description
ESXi Host The physical server where, your virtual machines run.
2 Inside Physical NIC The physical network interface on the ESXi Host (1) that connects

virtual machines to the inside physical network.

3 vSwitch A virtual switch on the physical ESXi host that bridges between
physical networks (2,8,9), virtual machines (7), and the ESXi host
kernel (4). Each vSwitch is an internal LAN, implemented entirely in
software by the ESXi kernel.

4  Kernel Port A virtual network interface on the ESXi host (1) that provides
connectivity between the ESXi host kernel and other components
such vCenter (11).
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5  Virtual Network Adapter (VWNIC)

6  Port Groups

7  Virtual Machines

8  Uplink / Trunk

9  Control Switch

10 NETLAB+ Inside Connection

11 vCenter Server Inside
Connection

12 Real Equipment Pods

6/29/2012

A virtualized networking adapter inside of a virtual machine that
connects the virtual machine to a virtual switch.

A template for creating virtual network switch ports with a particular
set of specifications. A port group allows a virtual network adapter
(5) to be placed in a particular virtual LAN (VLAN). Port groups with
specific VLAN IDs to connect virtual machines to real equipment.

In NETLAB+, a virtual machine is a remote PC or remote server that
runs on virtualized hardware. Although the hardware is virtualized,
real operating systems and real application software can still be
used.

An uplink is a physical connection between ESXi Host (1,2) and a
NETLAB+ control switch (9). If you are interfacing with real
equipment pods (i.e. Cisco Networking Academy), your ESXi inside
physical interface and the control switch port to which it is
connected are configured in 802.1q trunk mode. Trunks allow
multiple virtual LANs (VLANS) to exist on a single physical
connection. VLAN assignments and the VLAN database on the
control switch are managed by NETLAB+.

A NETLAB+ control switch provides connectivity between the
NETLAB+ server, ESXi host servers, vCenter server, asynchronous
access servers, and switched outlet devices. Control switches are
not accessed by lab users.

An NDG supported control switch is required. See the NDG website
for a list of supported control switches.

The NETLAB+ server inside interface connects to a designated
reserved port on a control switch (9). The fixed addresses
169.254.0.254/24 and 169.254.1.1/24 are assigned to the inside
interface (these cannot be changed).

802.1q trunk mode should NOT be enabled on the control switch
port for this connection.

If you are using a physical server for vCenter, you server will
connect to a designated reserved port on a control switch (9).

802.1q trunk mode should NOT be enabled on the control switch
port for this connection.

Real lab equipment (optional) is connected to one or more control
switches (9).
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The following table summarizes the traffic types that will flow over the ESXi inside

network.
Management Remote 802.1
Networking Configuration Traffic Display Tru'nlg
(VLAN 1) (VLAN 1)
Single-Homed Networking n/a n/a n/a
Dual-Homed Networking No No Real Gear*
Secure+ Networking Yes Yes Real Gear*

* ESXi interface and corresponding control port is configured as 802.1q trunk when
interfacing with real equipment.

5.4.1 Creating vSwitchl and Binding to Physical NIC

If your ESXi host is dual-homed (connected to both outside and inside networks), you
must create an inside virtual switch (vSwitch 1), bind a physical NIC to vSwitchl, and
create a VMkernel port for management traffic. These tasks are performed through

vCenter.
1. Loginto vCenter using the vSphere client.
2. Navigate to Home > Inventory > Hosts and Clusters.
3. Click on the ESXi host to configure in the left sidebar.
4, Click on the Configuration tab.
5. Click on Networking in the Hardware group box.
6. Click on the Virtual Switch view button if not already selected.
7. Click on Add Networking.

(%) VCENTER - vSphere Client 1 =)

Eile Edit View Inventory Administration Plug-ins Help

a E |E} Home b g8 Inventory D @ Hosts and Clusters

2 Fl x| Search Inventory (%

B [ VCENTER 10.0.0.38 VMware ESXi, 4.0.0, 208167
= J_Il MNETLAB
B 100.0.36 Getting Started | Summary ' Virtual Machines ' Resource Allocation | Performance
10.0.0.38] 3 | |
a Hardware View: ||Virtual Switch | Distributed Virtual Switch 4
Processors Metworking 6 v
Memory 7
Storage A B i i
: ditch: wSwi emove.,. Properties...
+ [Networking | 5 Virtual Switch: vSwitch0
Storage _-‘a.dapters Virtual Machine Port Group Physical Adapters =
[ TDA 10.0.0.0 NET 9. BB vmnicd 1000 Full | §2 i
Metwork Adapters ikernal P
Advanced Settings 7 Management Netwark g [
SOTNaE vmkD0 : 10.0.0.38

Licensed Features

8. Add a VMkernel port to allow the ESXi host kernel to communicate with the
inside network. Select the VMkernel radio button, then click Next.
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(&) Add Network Wizard lolE)

Connection Type
Metworking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type
MNetwork Access Connection Types
Connection Settings
Summary " virtual Machine

Add a labeled network to handle virtual machine netwark traffic.

* VMkernel

The WMkernel TCP/IP stack handles traffic for the following ESXi services: YMware YMotion, iSCSI, NFS,
and host management.

Help | < Back | Mext > I Cancel |

.
() Add Network Wizard =| &
VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to virtual switches.
Connection Type Select which virtual switch will handle the netwark traffic for this connection. You may also create a new virtual switch
Network Access using the undaimed network adapters listed below,
Connection Settings
Summary * Create a virtual switch
V B vmnict 1000 Ful  None
- B vmric2 1000Ful  None
" use vSwitcho
I~ B vmnico 1000 Ful  10.0.0.1-10.0.0.254
Preview:

VMkemea! Port A

Phy s
VMkernel g—B—cm vmnicl
Help | = Back | Mext = I Cancel |

9. Select the "Create a virtual switch" radio button. The new switch will be named
vSwitch1.

10. Select the physical NIC that will connect vSwitchl to the control switch. We
recommend using vmnicl for inside connections (vmnicO should already be
connected to the outside network).
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) Add Network Wizard — ]

VHkernel - Connection Settings
Use network labels to identify YMkernel connections while managing your hosts and datacenters.

Connection Tvpe Port Group Properties
MNetwork Access
= Connection Settings Metwark Label: |'u'MkerneI

IP Settings

. WLAN ID (Optional): |None )] ﬂ
Summary

™ Use this part group for vMation
[ Use this port group for Fault Tolerance logging

| W Use this port group for management traffic |

Preview:

WMkermal Port
Wikarme

3 ort Physica| Adaptars
VMkernel Q-B—.w vmnicl
Help | = Back | Mext = I Cancel

11. Enter the port group properties as shown above.

a. Network Label: "VMkernel" (default)

b. VLAN ID: None(0) (default)

c. Check option "Use this port group for management traffic"
12. Click Next.
13. The VMkernel IP Connection Settings dialog appears (see next page).

() Add Network Wizard =

VMkernel - IP Connection Settings
Specify YMkernel IP settings

i ‘('E . . .
Connection Type " Obtain IP settings automatically
Metwork Access

B Connection Settings 2 Use the follawing TP settings:

1P Settings 1P Address: 163 254 . 0 | |241 to 249

Surmmary
Subnet Mask: 255 , 255 , 255 . 0

VMkernel Default Gateway: Edit...

Preview:

WMkarnzl Port

W =l Port Phiysical Adaptars
VMkernel g BB vmnicl
169.254.0.

Help | % Back | Mext > I Cancel |
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14. Enter a unique inside IP address and subnet mask from the following table.

Inside Interface
ESXi Server 1 Inside
ESXi Server 2 Inside
ESXi Server 3 Inside
ESXi Server 4 Inside
ESXi Server 5 Inside
ESXi Server 6 Inside
ESXi Server 7 Inside
ESXi Server 8 Inside
ESXi Server 9 Inside

IP Address

169.254.0.241
169.254.0.242
169.254.0.243
169.254.0.244
169.254.0.245
169.254.0.246
169.254.0.247
169.254.0.248
169.254.0.249

Subnet Mask

255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0
255.255.255.0

No changes to the VMkernel Default Gateway setting should be necessary. If your
server has an outside connection, this should already be set to the default gateway on
your campus LAN. If your server only has an inside connection, the gateway should be
0.0.0.0 (not set); there is no off-net router/routing on the inside network by design.

15. Click Next to continue.

6/29/2012
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16. Confirm that vSwitch1 appears as follows (IP varies for each host).
a. VMkernel port (vmk1) has correct IP address.
b. vSwitchl is bound to physical adapter (vmnicl)
c. Physical adapter is up (speed and duplex are detected)

Virtual Switch: vSwitch1 Remaove... Properties...
WMzl Port Phiysical Adapters
L3 vMkernel g o Bf vmnicl 100 Full L
vmkl: 169.254.0.241

A ¥ mark displayed near the Physical Adapter indicates that the connection has not yet
been physically cabled or the corresponding control switch port is shut down.

0
o
o
ﬂ
1
1]

Virtual Switch: vSwitch1 Remove...

WWkearne -

VMkeme! Po Physical Adapters
(2 VMkernel e B vonict 100 Full 3
1: 169.254.0.241

Interface Down
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5.4.2 Configuring Control Switch 802.1q Trunk Ports

To allow virtual machines to communicate with real equipment pods, configure 802.1q
trunk mode on all control switch ports connecting to your ESXi inside vmnics. In
addition, all uplinks between control switches must also be 802.1q trunks.

You must console into the control switches to perform this action. The control switch
console password is router. The enable secret password is cisco. These passwords are
used by NETLAB+ automation and technical support - please do not change them.

interface x/x

description inside connection for ESXi Server
switchport mode trunk

switchport nonegotiate

no switchport access vlan

no shutdown

 BRPviPod | Map Pod ‘

o o i =
UDDDD&J &J &é&uﬁ OO0O00O0000 9o

Control Switch 3

Map Pod

ﬂ'ﬁ?@ e ool

6&&6&&&& 00000000 00000000 wo

Control Switch 2

00000000 00000000

Control Switch 1

@ interface x/x
switchport mode trunk
switchport nonegotiate
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After you have configured the control ports for ESXi inside host connections and inter-
switch uplinks, verify that the ports are up and operating in trunk mode.

1. Verify each ESXi host control port and inter-switch uplink is connected and line
protocol is up. Substitute the designated interfaces names for x/x.

netlab-csl# show interface x/x

x/%x is up, line protocol is up (connected)

2. Verify each ESXi host control port and inter-switch uplink is operating in 802.1q
trunk mode.

netlab-csl# show interface trunk

Port Mode Encapsulation Status Native vlan
x/x on 802.1q trunking 1
x/x on 802.1q trunking 1
x/x on 802.1q trunking 1
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5.4.3 Connecting Virtual Machines to Real Equipment Pods

This section discusses the configuration of networks to communicate between virtual
machines and real lab devices in the topology. You can skip this section if your virtual
machines do not need to communicate with real lab equipment.

or—=——_| O ==
-

ESXi Host Control Real Equipment
Switch Pod
Kernel Port vSwitch D @
-
169.254.0.24X ' ! 7
-
Portgroup D
VLAN 100
—- Inside D
vm
o % Physical
NIC D
O O
Portgroup s
VLAN 101 802.1q
5 169.254.0.253
- e vCenter Server
g %;n-_ O
169.254.0.254 e
169.254.1.1 R’mﬂ ; &

Virtual machines [7] running on an ESXi host talk to real equipment pods [12] using port
groups [6], the inside virtual switch [3] and control switches [9]. Inside networking is
always used for this purpose. Inthe last two sections (5.4.1 and 5.4.2), you established
aninside network connection and configured 802.1q VLAN trunking on the link
connecting to your control switch [8].

A real equipment pod may have one or more networks. 802.1q virtual LANs (VLANs) are
the glue that binds virtual machines [7] and real equipment [12] with the proper pod
networks. A unique set of VLAN identifiers for each pod is automatically allocated by
NETLAB+ and programmed into the control switches [9] by NETLAB+ when the pod is
created. Port groups [6] are assigned to a specific VLAN ID, thereby allowing virtual
machine network adapters [5] to be placed in a specific VLAN.
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As of version 2011.R2, NETLAB+ will automatically setup and teardown VLAN based port
groups on the inside vSwitch on NDG standard pods.

Automatic network setup on NDG standard pods occurs when a pod is reserved.
Automatic network teardown on NDG standard pods occurs when a reservation
completes. These features are enabled by default but can be disabled on a per pod
basis.

Refer to Appendix A for pods that require manual networking, such as custom pods.

5.4.3.1 Creating a Real Equipment Pod

Creating a real equipment pod in NETLAB+ should be done first. This will automatically
generate the required number of VLANSs for the selected pod type, and add those VLANs
to the control switches. This should be done before ESXi host networking is configured.

Login to the NETLAB+ administrator account.

Select Equipment Pods.

Click the Add a Pod button at the bottom of the page.

Select the desired pod type. Only pod types that use both real lab equipment
and remote PCs are relevant to this section. Our examples use the Multi-
purpose Academy Pod, which contains 3 routers, 3 switches, and 3 remote PCs.
5. Complete the New Pod Wizard. Please refer to the NETLAB+ Administrator
Guide, NDG website pod specific web pages, and NDG pod guides for pod
specific installation instructions.

PwnNE

After the pod is created, you will be placed in the Pod Management page. You will
notice that all virtual machines are initially ABSENT. You will add virtual machines to the
pod later.

5.4.3.2 Determining the Base VLAN and VLAN Pool

This is now an automated task for NDG standard pods as NETLAB+ version 2011.R2.
Refer to Appendix A for manual networking setup guidance for custom pods or pods
that do not support automatic networking.

5.4.3.3 Creating Port Groups for Pod VLANSs on the Inside Network

This is now an automated task for NDG standard pods as NETLAB+ version 2011.R2.

Refer to Appendix A for manual networking setup guidance for custom pods or pods
that do not support automatic networking.
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5.4.3.4 Increasing the Inside vSwitch Port Count

By default, a vSwitch is provisioned with 56 virtual ports. This means that 56 virtual
network adapters can be connected to the virtual switch, regardless of which port group
the adapter is connected. For most NETLAB AE setups, this is sufficient for the inside
vSwitch. For large NETLAB PE setups or systems with custom real equipment pods, you
may need to increase this value to accommodate more virtual machine connections to
the inside vSwitch.

This discussion applies to virtual machines that are part of real equipment pods. Pods
that contain only virtual machines are usually placed on separate vSwitches that do not
connect to the inside network / real equipment.

To calculate the number of inside vSwitch ports required on a particular ESXi host, add
up the number of virtual machines in real equipment pods that are assigned to the host.
This is the number of virtual ports required on the inside vSwitch (assuming one
connection per VM). If this number exceeds 50, you should select the next highest port
count setting (120). In special cases, an even higher setting may be required. Note: 50
is not an error; 6 extra ports were subtracted (from 56) to allow for VMkernel ports and
other possible connections. Higher port count settings consume additional host
resources, so you should set this value to the lowest possible setting that provides
enough ports for every virtual machine connecting to the inside vSwitch.

There is no warning when the number of virtual ports is exceeded and the problem is
not obvious. Some of the virtual machines will fail to communicate for no apparent
reason. The only clue may be a disconnected network status from the guest operating
system.

The following procedure is used to increase the number of virtual ports on the inside
virtual switch. The same procedure can be used on any virtual switch should the need
arise.

Login to vCenter using the vSphere client.

Navigate to Home > Inventory > Hosts and Clusters.

Click on the ESXi host where the pod's virtual machines will run.

Click on the Configuration tab.

Click on Networking in the Hardware group box.

Click on the Virtual Switch view button if not already selected.

Click Properties on the INSIDE vSwitch. The inside vSwitch is the one that is
connected to the control switch (typically vSwitchO if single homed, vSwitch1 if
dual homed).

NouswNR
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r
@ VCENTER - vSphere Client 4

.:.Elg

File Edit View Inventory Administration

Plug-ins Help

g [10.0.0.38

3

|@ Home b gf Inventory b [E Hosts and Clusters

= @ VCENTER
NETLAB

B 10.00.36

10.0.0.38 VMware ESXi, 4.0.0, 208167

Getting Started

Summary ' Virtual Machines

Hardware
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Storage
5
Storage Adapters
Metwork Adapters
Advanced Settings

Software

Licensed Features

Time Configuration

DS and Routing

Power Management

Virtual Machine Startup,/Shutdown
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Virtual Switch: vSwitch1
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8. Click on the vSwitch configuration item.
9. Click the Edit button.
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La hl
@ vSwitchl Properties ﬁ

General |Security I Traffic Shaping I NIC Teaming I

Virtual Switch Properties

Mumber of Ports: 55 j

& Changes will not take effect until 364 * petarted.

243
504
1016
2040 =
4088 &

m

USE LOWEST VALUE THAT WILL ACCOMODATE INSIDE VIRTUAL MACHINES

QK I Cancel | Help

10. Increase the number of ports, but not higher than needed.
11. Click OK.

The ESXi host must be restarted for the change to take effect. Make sure there are no
active NETLAB+ reservations that affect this host, or virtual machines running on this
host as user work may be affected.

12. Right click on the ESXi host in the left sidebar to activate the context menu.
13. Select Reboot.

(&) VCENTER - vSphere Client

File Edit View Inventory Administration Plug-ins Help
| £y Home b g8 Inventory b [l Hosts and Clusters
EN ] ENTER 10.0.0.38 VMware ESXi, 4.0.0, 208167
= [y METLAB
E 10.0.0.36 Getting Started | Summary | Virtual Machi
10.0.0°=
EHEEJ Mew Virtual Machine... Ctrl+M
& MNew Resource Pool... Ctrl+Q
% Mew vhpp... Ctrl+ &
Disconnect
E Enter Maintenance Mode o
Add Permission.., Ctrl+P fiapters
Alaren 5 idapters
Settings
Host Profile »
% Shut Down
B1 Enter Standby Mode atres
Eﬁ Reboot jouration
til
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5.5 Creating a Safe Staging Network

Most virtual machines in your pods will typically be equipped with one or more virtual
network adapters, which are used to communicate with other peer devices in a pod,
such as other virtual machines or real networking equipment (Cisco Netacad).

Virtual switches and port groups form networks that interconnect virtual machines and
real equipment. These networks are created on each ESXi host in one of two ways:

e Automatic Networking. Many NETLAB+ virtual pods support automatic
networking. When a pod is activated, NETLAB+ will create the necessary virtual
switches and port groups, and bind the virtual network adapters automatically.

e Manual Networking. For pods that do not support automatic networking, the
VMware administrator will create virtual switches and port groups, and bind the
virtual network adapters using the vSphere client.

When creating new virtual machines, the vSphere client will require and prompt for an
existing network to place the virtual machine. If a network has not been created yet
using automatic or manual networking, this creates a dilemma: on what network should
| place my virtual machine in the mean time? The default value is usually the network
connecting to your campus LAN. This is a potential security risk and should be avoided,
unless you want the VM to have temporary access to the campus network or Internet
for the purpose of software installation and patches.

A safety net is a safe staging network where you can temporarily connect your VMs. It
consists of a virtual switch and port group that is not connected to any other networks
(virtual or real). Should the virtual machine be powered, its traffic will be confined to
the safety net. This ensures that the virtual machine will not pose a security risk to your
campus LAN or interfere with other pods, until it is relocated to its final network via
automatic or manual networking.

To create the safety net on each ESXi host, repeat the following steps:

Login to vCenter using the vSphere client.

Navigate to Home > Inventory > Hosts and Clusters.

Click on the ESXi host to configure in the left sidebar.

Click on the Configuration tab.

Click on Networking in the Hardware group box.

Click on the Virtual Switch view button if not already selected.
Click on Add Networking.

NouswNeE
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9. Select the Create New Virtual Switch radio button.
10. UNCHECK any vmnics under the radio button; this virtual switch should not be
bound to any real network adapters on the ESXi host.

() Add Metwork Wizard
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Virtual Machines

- Network Access

Virtual machines reach networks through uplink adapters attached to virtual switches.

Connection Type
Network Access
Connection Settings
Summary

Select which virtual switch will handle the network traffic for this connection. You may also create a new virtual switch

using the undaimed netwark adapters listed below.
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11. Enter "SAFETY NET" in the port group's Network Label property.
12. Click Next.

() Add Network Wizard [ =] O [t

Virtual Machines - Connection Settings
Use network |abels to identify migration compatible connections common to two or more hosts,

Connection Type Port Group Properties
Metwork Access
Connection Settings Netwark Label: SAFETY NET |
o -
SHmmary YLAN ID (Optional): ~]
Preview:
Virtual Machine Port Group Physical Adapters
SAFETY NET QD No adapters

Help | = Back | Mext = I Cancel |

Y.

13. Confirm that a new vSwitch and port group named SAFETY NET appears in the
ESXi host's network configuration.

Virtual Switch: vSwitché Remove... Properties...
Wirtual Machine Port Group Phoysical Adapters
1 SAFETY NET QD Mo adapters

SAFETY NET may now be used as a safe temporary network location for new virtual
machines. New virtual machine creation will be discussed in section 7.

Tip. The safety network is an ideal place to bind the network interface(s) of master

virtual machines. Automatic networking will the bind network interfaces of cloned VMs
to their runtime networks when their respective pods are started.
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5.6 Adding ESXi hosts in NETLAB+

In this section, we will add the virtual machine host servers in your datacenters to
NETLAB+.

Login to the NETLAB+ administrator account.

Select Virtual Machine Infrastructure.

Select Virtual Machine Host Servers.

Click Add Host.

If you have more than one datacenter defined, you will be prompted to select a
datacenter. NETLAB+ scans the datacenter to discover hosts. Hosts that have
not been registered in NETLAB+ are displayed. Select the host you wish to add
by clicking on the host name.

ok wnNE

Virtual Machine Host Servers

Admin Logout

New Virtual Machine Host
Select the host from datacenter “sw s that you wish to add.

Host Name Vendor System CPU Model # CPU|Memery  Connection State
10.0.0.13%  |VMware, Inc. |VMware Virtual Platform | Intel{R} Xeon(R) CPU ES520 @ 2.40GHz 2 2GB CONNECTED

3 cancel

Virtual Machine Host Servers
Admin Logout

Edit Host 10.0.0.38

HostName 10.0.0.38 EXAMPLE ADDRESSES

Datacenter Name NETLAB /
Outside IP Address  10.0.0.38 |
Inside IP Address | 169.254.0.241 -l

Inside vSwitch Name ‘ vSwitch1

Communication Path | @ gytside network

© inside network

Proactive Resource Awareness ‘ 1 enable feature on this host

show help tips [
(4 Update | [£3 Cancel

6. Enter the settings for this host based on the networking model you have chosen.
The table below shows typical settings.
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Networking Model Outside Address Inside Address vlg\i/ii?gh Commpuar;Lcation
Single-Homed Campus LAN IP address Not set Not applicable Outside
Dual-Homed Campus LAN IP address  169.254.0.X vSwitchl Outside

Secure+ Not set 169.254.0.X vSwitchO Inside

Host Name. The IP address or fully qualified domain name of the ESXi host. This should
be the same value entered in vCenter for the host name.

Outside IP Address. The IP address of the ESXi host outside interface. Leave blank for
the Secure+ network model.

Inside IP Address. The IP address of the ESXi host inside interface. Use the "not set"
option for single-homed networking.

Communication Path. This setting determines the network path that is used for remote
display connections (proxied by the NETLAB+ server).

If you choose inside, the Inside IP Address setting must be valid (i.e. you have completed
the tasks in section 5.4.1).

Inside vSwitch Name. This is the name of the virtual switch that connects to your
control switch as shown in section 5.4. This is typically "vSwitch1" for dual homed
networking and "vSwitch0" for Secure+. Leave this setting blank for single-homed
networking (which does not connect to a control switch).

The inside virtual machine name is case sensitive and must be entered exactly as shown
in vCenter. This setting must be correct to use automatic networking on real equipment
pods (i.e. MAP, CRP, BRPv2).

Proactive Resource Awareness. See the next section for details.
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57 Proactive Resource Awareness

Proactive Resource Awareness (PRA) allows you to time-share virtualization servers
using the NETLAB+ scheduler. PRA is designed with 3 goals in mind.

1. Ensure a quality lab experience for all trainees by reserving CPU and memory
resources on VM servers at the scheduled lab times. This proactively prevents
the VM servers from becoming overloaded and unresponsive.

2. Increase the number of trainees that you can run through your training programs
by spreading out the trainee lab sessions over time.

3. Reduce costs of your training programs by using fewer virtualization servers.
For each VM server in your inventory, you may set 3 limits.

e Total number of active virtual machines
e Active number of virtual CPUs
e Active maximum memory usage

With these limits defined, the scheduler will proactively manage the servers CPU and
memory resources. If scheduling a particular pod would exceed one of the set limits in a
30 minute time slot, the pod cannot be scheduled at that time and the limitation will be
clearly indicated on the scheduler.

PRA is enabled in Virtual Machine Host Servers on a per host basis. You can enable PRA
when adding a host or editing the host settings of an existing host.

Administrator Account > Virtual Machine Inventory > Virtual Machine Host Servers

The values you set for PRA will depend on your host server specifications and the types
of workloads that you run on your servers.

Proactive Resource Awareness is a scheduling algorithm based on workload forecasting;
it does not monitor real time workload. PRA assumes that all virtual machines running
on a host server are under the control of NETLAB+; it does not account for VMs that are
powered on independently of NETLAB+.
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Virtual Machine Host Servers

Admin Logout

Edit Host

Host Name

Datacenter Name

Outside IP Address
Inside IP Address [~

Communication Path

Proactive Resource Awareness enable feature on this host

Maximum Running VMs enable this limiter
40 |wrtual machines {(max)

Maximum Virtual CPUs | [7] enable this limiter
64 |wirtual CPUs (max)

Maximum Memory Usage enable this limiter
73600 | Megabytes (max)

show help tips ]

() Update | | [E3 Cancel

e Proactive Resource Awareness. Check this box to enable PRA on this host.
Uncheck the box to completely disable PRA on this host.

e Maximum Running VMs. To set the maximum number of virtual machines that
can be scheduled at one time on this host, check enable this limiter and set the
number of virtual machines.

e Maximum Virtual CPUs. VMware ESXi supports VMs with more than one virtual
CPU (vCPU) and Symmetric Multiprocessing. Virtual machines with more than
one vCPU typically use more processing power on the host than VMs with only
one vCPU. The number of vCPUs assigned to a VM can be seen when viewing
the Virtual Machine Inventory table in NETLAB+. By setting Maximum Virtual
CPUs, you can achieve more granular control over CPU resources. Check enable
this limiter and set the number of virtual CPUs that can be running at one time.

e Maximum Memory Usage. This setting limits the amount of memory (in
Megabytes) that can be scheduled for VMs at one time. It is based on the
memory assigned to the virtual machines when the VM was created. It does not
include overhead memory required for the VMs or the host. For best
performance, this value should not be set higher than the physical memory on
the host. If you are setting up a host server for the VMware ICM v5.0 course,
number should be set to 122880 Megabytes.

6/29/2012 Page 133 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

6 vCenter Update Manager

Depending on the installation method you selected in section 4.6, please choose the
appropriate sub section below.

You will need to perform updates if you installed an older version of ESXi on your host
machines (i.e. ESXi 4.1 or ESXi 4.1 U1).

NETLAB+ requires you to use ESXi 4.1 U2. This section will assist in making sure you are
at the appropriate version.

VMware vCenter Update Manager requires Internet access to update ESXi hosts. If you
do not have Internet access on your vCenter Server machine, there are ways to
download the patches from VMware.

Refer to the VMware vCenter Update Manager Installation and Administration Guide
from VMware for more information.

VMware vCenter Update Manager helps the administrator keep VMware components
up to date. In this section, you will be installing vCenter Update Manager and perform
updates to assure you are at the correct patch level for NETLAB+ operation.

If you are installing vCenter Update Manager on a physical machine, you can burn the
vCenter Server .iso image to a DVD. Insert the DVD into the CD/DVD drive.

If you are installing to a virtual machine, upload the vCenter Server image file to the ESXi
datastore and add the CD to the virtual machine’s CD/DVD drive.
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6.1 Installing vCenter Update Manager with Microsoft SQL Server 2008 R2
(Options 1 and 3)

This section is recommended for vSphere ESXi 4.1 U2 deployments that will exceed 50
virtual machines. If you are not exceeding 50 virtual machines, but plan to in the near
future, it is recommend you use this section.

1. You will use the Management Studio to create the vCenter database. Click the
Start Menu>All Programs>Microsoft SQL Server 2008 R2>SQL Server
Management Studio.

(22 Internet Explorer (64-bit) — =

(28 Internet Explorer o

@ Mazilla Firefox e

=7 windows Update
. Accessaries

Administrat
. Administrative Tools MnISErELar
. Maintenance
Dacuments
. Microsoft SQL Server 2008
. Microsoft SQL Server 2008 R2 |
. Compuker
L Impart and Export Data (32-bit)
L Impart and Export Data (64-bit) Netwark

Qg SCL Server Business Inteligence Developr
i

SOLS gt k Skudi

| L Server Management Studia | T
| Analysis Services
. Configuration Tools Devices and Prinkers
, Documentation and Tutorials
. Inkegration Services Adrrinistrative Toals 3
, Performance Tools

. Micrasaft Visual Skudio 2008 Help and Suppart

. Startup

. WMware Rur. ..

1 Back windows Security

I |Search programs and files @J Log aff Pl
L 7Start a& by | E @
i = 'u, =y
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2. Inthe Connect to Server window, click on the drop-down for the Server Name
field and click on <Browse for more...>.

g& Connect to Server

Microsoft®

2 SQLServer2008r2

Server tvpe: | D atabase Engine |

Server name:

Authentication:

Uzer name: IVEENTEF!\Administlatnl ﬂ

Password; I

™| Femember password

Caonnest I Cancel Help Optiong >

3. Onthe Browse for Servers window, click the + sign next to Integration Services
and click the computer name you configured in section 4.6.1.1. Click OK to
continue.

E!Bruwse for Servers B3

Local Servers | Metwork Serversl

Select the server to connect to:

| || Database Engine

’a Analyzis Services

“[E] Reporting Services

'2\| SOL Server Compact D atabazes

El:_‘l Integration Services
o g /CENTER

I QK I Cancel Help |
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4. Onthe Connect to Server window, change the Server Type to Database Engine.
Click Connect to continue.

E!Eunnect to Server | x|

Microsoft®

2 SQLServer2008R2

| Server type: IInlegralion Semices j
: T

Reparting Services

S0L Server Compact

Integration Services
T

Authentication:

User name:

Pazzward: I

[ | Remember pazsword

Cancel | Help | Optiong »>» |

5. Under Object Explorer on the left hand side, click the + sign next to Databases.
Right-click on Databases and select New Database...

‘\g Microsoft SOL Server Management Studio

File  Edit  Wiew Debug Tools  window  Communiby  Help
Dinewquery | [y [ = o3 T | b |5 H S | E -

Object Explorer

Connect ~ E3 &0 m T E £

k [\ erver 10,50, 1600 - YCEMTER) Adi
EERFEC:ahases]
[ Sysken Mew Dakabase, ..
[ Datab.
[ wCENT Atkach..,
[ Security Restore Database. ..

[ Server Ob
[ Replication
[ Managerme Start Powershel
[ 50L serve

Restare Files and Filegroups. ..

Reports

Refresh

6. Inthe New Database window, enter UMANAGER in the Database Name field.
Click OK to continue.
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7. Confirm the UMANAGER database is listed under Databases on the left hand
side.

“< Microsoft SQL Server Management Studio

File Edit Wiew Debug Tools ‘Window  Commu

Y

S New query | [y | oy ¢ o | [ | (S &

ibject Explorer

Connect - 23 4l Z] B

= [ﬂ WCENTER {30L Server 10,50, 1600 - WCEMTER) Ad
SR ctabases

1 Syskem Databases
1 Database snapshots
WiZENTER.

[ Security

[ Server Objects

[ Replication

|1 Management

I_% 0L Server Agent

8. Right-click on the UMANAGER database and click Properties.

9. Under Select a page on the left, select Options.

10. Change the Recovery Model to Simple via the drop-down box. Click OK to
continue.

11. Exit Microsoft SQL Server Management Studio.

12. Next, you need to create the ODBC drivers for VMware vCenter Update Manager.
vCenter Update Manager requires a 32-bit system DSN. This is different from
the 64-bit system DSN that vCenter Server required.

13. Click on the Start Menu and click in the Search field. Enter Run, make sure the
Run program is highlighted and press Enter.

14. In the Open field, enter the following:

[WindowsDir]\SysWOWe64\odbcad32.exe
(i.e. C:\Windows\SysWOWe64\odbcad32.exe)

15. Click OK to launch the program.

=== Type the name of a pragram, falder, dacument, or Internet
resource, and Windows will open it for you,

Qpen: I i ows Sy sWOW G o dbcad32. exe| j

“g This tazk will be created with administrative privileges,

Cancel | Browse... |
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16. On the ODBC Data Source Administrator window, click on the System DSN tab.
Click on the Add... button.

ﬂ ODBC Data Source Administrator |

Uszer DSH § Spstem DSM 8 File DSH I Driversl Tran::ingl Cornection F'n:u:nlingl About |

Ilzer Data Sources:

Namel Ciriver I Add...

Bemaowve

il

Canfigure...

5 A ODBC User data source stores information about how to connect to
EI' the indicated data provider, & User data source iz only vizible to you,
and can only be uzed on the current machine.

| F, I Cancel | Spply | Help

17. On the Create New Data Source window, click on SQL Server Native Client 10.0
source and click Finish.

18. On the Create a New Data Source to SQL Server window, enter UMANAGER in
the Name field. Enter your computer-name you set in section 4.6.1.1 (i.e.
VCENTER). Click Next to continue.

|Create a New Data Source to SOL Server Ei

Thiz wizard will help you create an ODBC data zource that pou can uze to

E connect bo SAL Server.

WWhat name dao pou want bo uze o refer to the data source?

EatSErmrmnz

MName: [UMANAGER I

Howe do pou want to describe the data source?

Description: |

Wwihich 50 7
Server |VCENTEF) jl

Finizh I IHeut » Cancel Help
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19. When asked, “How should SQL Server verify the authenticity of the login ID?”

leave the default settings and click Next to continue.

20. Click the box next to Change the default database to and select UMANAGER

21.
22.

23.

24,

25.

26.
27.

6/29/2012

from the drop-down. Click Next to continue.

Create a Mew Data Source to SOL Server E

g‘ﬁtSermrmaz

¥ Change the default database to:

¥ Use AMSI quated identifiers.
¥ Usze &MSI nulls, paddings and warnings.

< Back Cahicel | Help |

On the next screen, leave the default settings and click Finish to continue.

On the ODBC Microsoft SQL Server Setup window, click the Test Data Source...
button to check the database.

Onthe SQL Server ODBC Data Source Test window, confirm the tests completed
successfully and click OK to continue.

On the ODBC Microsoft SQL Server Setup window, click OK to continue.

On the ODBC Data Source Administrator window, make sure the UMANAGER
data source is listed with the SQL Server Native Client 10.0 driver. Click OK to
complete the setup.

Open the CD/DVD drive with the vCenter Server installation files.

On the VMware vCenter Installer window, click on vCenter Update Manager.
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[2J ¥Mware ¥Center Installer

vmware

VMware vCenter”

Server 4.1

VMware Product Installers Explore mediz
vCenter Server
vCenter Guided Consolidation

vSphere Client
vCenter Update Manager
vienter Converter

Utility
Agent Pre-uparade Check Exit

28. Select English and click OK to continue.

29. On the Welcome window, click Next to continue.

30. On the End-User Patent Agreement window, click Next to continue.

31. Onthe License Agreement, review the information, click I accept the terms in
the license agreement and click Next to continue.
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32.

33

34,

35.

36.
37.
38.
39.
40.

6/29/2012

Onthe vCenter Server Information window:

Enter the vCenter’s IP address in the IP Address/Name field.
Leave the HTTP Port field set to port 80.

Enter the username in the Username field.

Enter the password in the Password field.

Click Next to continue.

f@ ¥Mware vCenter Update Manager ﬂ

vCenter Server Information

oo oo

Enter vCenter Server location and credentials

Please provide the necessary information about vCenter Server below. YMware vCenter
Update Manager will need this information to connect to the vCenter Server at startup.

—¥Mware vCenter Server Information

IP Address | Name: HTTP Port:

|| enter your ip address jso

Username: Password:

]administratnr I YTITITILL]

. Onthe Database Options window, select Use an existing supported database

and select UMANAGER (MS SQL) from the Data Source Name (DSN) drop-down
box. Click Next to continue.

On the Database Information window, review the information and click Next to
continue.

On the VMware vCenter Update Manager Port Settings window, select your IP
address that can communicate with the ESXi hosts. Click Next to continue.

On the Destination Folder window, click Next to continue.

On the Ready to Install the Program window, click Install to begin installation.
When the installation is completed, click Finish.

Close the VMware vCenter Installer window.

Proceed to section 6.3.
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6.2 Installing vCenter Update Manager with Microsoft SQL Server Express
(Options 2 and 4)

This section is recommended for vSphere ESXi 4.1 U2 deployments that will not exceed ‘
50 virtual machines. \

1. Openthe CD/DVD drive with the vCenter Server installation files.
2. Onthe VMware vCenter Installer window, click on vCenter Update Manager.

[2J ¥Mware ¥Center Installer

vmware

VMware vCenter”

Server 4.1

VMware Product Installers Explore mediz
vCenter Server
vCenter Guided Consolidation

vSphere Client
vCenter Update Manager
vienter Converter

Utility
Agent Pre-uparade Check Exit

Select English and click OK to continue.

On the Welcome window, click Next to continue.

On the End-User Patent Agreement window, click Next to continue.

On the License Agreement, review the information, click | accept the terms in
the license agreement and click Next to continue.

ouveWw
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7.

10.
11.
12.
13.
14.

6.3

Onthe vCenter Server Information window:

a. Enter the vCenter’s IP address in the IP Address/Name field.
b. Leave the HTTP Port field set to port 80.
c. Enter the usernamein the Username field.
d. Enter the password in the Password field.
e. Click Nextto continue.
iiél- ¥Mware vCenter Update Manager E I

yLCenter Server Information

Enter wCenter Server location and credentials

Please provide the necessary information about wCenker Server below, YMware wlenter
Update Manager will need this information ko connect to the wCenter Server at skartup,

[~ VMware wCenter Server Information
IP Address | Mame: HTTF Part:
|| enter your ip address |8IZI
Username: Password:
|administrat0r ‘ | sesesssene ‘
Installshield

On the Database Options window, select Install a Microsoft SQL Server 2005
Express instance. Click Next to continue.

On the VMware vCenter Update Manager Port Settings window, select your IP
address that can communicate with the ESXi hosts. Click Next to continue.

On the Destination Folder window, click Next to continue.

On the Ready to Install the Program window, click Install to begin installation.
When the installation is completed, click Finish.

Close the VMware vCenter Installer window.

Proceed to section 6.3.

Install the vCenter Update Manager plug-in

Please complete this section after completing your choice of either section 6.1 or 6.2 as
appropriate for your installation.

If you installed vCenter Update Manager, you may also install the vCenter Converter
Plug-in. This will enable you to use vCenter Update Manager from the vSphere Client.

1.

6/29/2012

Double-click the vSphere Client icon.
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2. Atthe vSphere Client login screen, set the username to local administrator on
the vCenter Server and the password for that account. Click Login.
3. Inthe menu bar of the vSphere Client, select Plug-ins > Manage Plug-ins. The

Plug-in Manager appears.

['E ¥CENTER-1 - vSphere Client

File Edit “iew Inventory Administration

Flug-ins | Help

£

Q Home b gf] Inventor

Manage Plug-ins. ..
=T

4. Under Available Plug-ins, click the Download and Install link, next to the entry
for VMware vCenter Update Manager Extension.
5. When the download completes, do the following:
a. Choose the setup language, English and click OK.

b. Onthe Welcome page, click Next.

c. Onthe License Agreement page, select “l accept the terms in the License

Agreement” and click Next.

d. Onthe Ready to Install page, click Install.
6. Click Finish when the installation completes.
7. A Security Warning window may appear for the connection to vCenter. Click on
the box next to Install this certificate and do not display any security warnings

for your-ip. Click Ignore to continue.

8. Verify that the VMware vCenter Update Manager Extension plug-in has a status

of Enabled in the Plug-in Manager.

Flug-in Mame
Installed Plug-ins

(% viZenter Storage Monitaring

&%  vCenter Converter

Q@ & &

wCenter Hardware Skatus

viZenter Service Status

Licensing Reporting Manager

9. Inthe Plug-in Manager, click Close.
10. Exit vSphere Client.

6/29/2012

| Wendar | Wersion | Status
WMware Inc, 4.1 Enabled
WMware, Inc, 4.2.0 Enabled
Wiware, Inc, 4.1 Enabled
Yiware, Inc, 4,1 Enabled
WMware, Inc, 4,1 Enabled
WMware vCenter Update Manager Extension YWMware, Inc. 4.1.0..

Description

Storage Monitoring and
Reparting

Converts physical and wirtual
machines, and backup images to
WMware virkual machines.
Displaws the hatdware status of
hiosts {CIM monitoring)

Displays the health status of
vCenter services

Displays license hiskory usage
WMware vCenter Update Manager
exkension
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6.4 Performing updates using the vCenter Update Manager plug-in

The following example is performing a VMware ESXi 4.1 U2 update on older ESXi 4.1
hosts. There are many updates generally available. Please review documentation at
VMware for more information.

1. Double-click the vSphere Client icon.

2. Atthe vSphere Client login screen, set the username to local administrator on
the vCenter Server and the password for that account. Click Login.

3. Click on the Home view.

4. Click on Update Manager under Solutions and Applications.

[ YCENTER - ¥vSphere Client

File Edit Wiew Inventory  Administration  Plog-ins  Help

E I@ Home

Inventory
Q ) & 3
Search Hosts and Cluskers VM= and Datastores

Templates

Administration

Qfo? " J

Roles Sessions Licensing Swstern Logs
Management
R ¥ b
3 a 2
Scheduled Tasks Events Maps Host Profiles

Solutions and Applications

Update Manager
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5. Click on Download Patches under Basic Tasks.

Basic Tasks

I Il Download patches

+%| Go to Compliance View
[F} create a new baseline

E Create a new baseline group

6. Click on the Baselines and Groups tab at the top.

Update Manager Administration for YCENTER
Configuration ' Ewents

Baselines and Groups

Getting Started

View Racelines For- [Hasks YMaivAs |

7. Click Create... on the Baselines view.

Update Manager Administration for ¥CENTER

Getking
View Baselines for: |Hosts  WMsfyas

Baselines I Creats... IEd\tH. Delete
| Baseline MNams Contert Type Component | Last Modified
ﬁ Critical Host Patches 129 Drynamic: Host Patches 1202002011 11:4517 .
Jﬁ Mon-Critical Host Patches 178 Drynamic: Host Patches 1202002011 11:45:17

8. You are going to create a baseline for an ESXi 4.1 system. Hosts that are added
later to this baseline will be checked for compliance and updated to the latest
version.

a. Onthe Baseline Name and Type window, enter ESXi 4.1 in the Name
field. Leave the rest to default settings and click Next to continue.

b. Onthe Patch Options window, make sure Dynamic is selected and click
Next to continue.

c. Onthe Dynamic Baseline Criteria window, select embedded Esxi 4.1.0
under the Product section. Leave the rest of the settings to defaults and
click Next to continue.

d. Onthe Patches to Exclude window, leave defaults and click Next to
continue.

e. Onthe Other Patches to Add window, leave defaults and click Next to
continue.

f. Onthe Ready to Complete window, click Finish to create the baseline.
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9. You should now see an ESXi 4.1 baseline in the list.

Update Manager Administration for YCENTER

Events | Motific:

View Baszelines for: |Hosts  WMsfvas

Baselines

Conternt
129
179
17

10. Click on the Getting Started tab at the top.

Update Manager Administration for YCENTER

Getking Started

ines and Groups

Configuration

o Dow nioad Patches e Create/Attach Baselines

11. Click on Go to Compliance View under Basic Tasks.
Basic Tasks

Il Download patches

4| Go to Compliance View

[F} create a new baseline

E Create a new baseline group

B How-to videos

12. In this step you will be attaching baselines to your ESXi hosts.
a. Click on one of your ESXi hosts under the NETLAB datacenter.
b. Click on the Update Manager tab at the top, if not already selected.

= e RS Lpdate Manager

c. Right-click under Attached Baselines and select Attach...

Attached Bazelines

I Attach. .. I

& | Type

d. Onthe Attach Baseline or Group window, click the box next to ESXi 4.1.
Click Attach to continue.

13. Repeat step 12 for all your ESXi hosts.
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14. Click on your vCenter in the left side pane (i.e. VCENTER).

[ZJ ¥CENTER - vSphere Client

File Edit Wiew Inventory  Administration  Plog-ins  Help

d I@ Home b g5 Inwentory b [E Hosts and Clusters
B RN @

=l () [WCENTER YCENTER YMware vCenter Ser

15. Make sure the Update Manager tab is still selected at the top.
16. Click the Remediate... button in the lower right hand corner.

Mame, Target or Status containz - I Clear A

|License Period: 406 days remaining |ﬁ3«dministrator

a. Onthe Remediation Selection window, make sure everything is selected

and click Next to continue.

b. Onthe Patches and Extensions window, review the updates to be applied
and the number of affected hosts. You can click on the number of hosts

to see which host is affected. Click Next to continue.

c. Onthe Host Remediation Options window, enter Upgrading ESXi 4.1 in
the Task Name field. If you are performing these steps for the first time,
leave the default settings and click Next to continue. You can optionally
set the Remediation Time to a later point if necessary. This is great to
schedule for a maintenance window, if your setup requires such.

d. Onthe Ready to Complete window, review the information and click on

Finish to perform remediation.
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17. You can watch the progress in the Recent Tasks pane at the bottom of the
vSphere Client. Asyou can see, it will put the host in maintenance mode if
required and may need to reboot it after install on some patches. This process

may take several minutes to hours depending on how many updates and patches
are needed.

Recent Tasks

MName | Targek | Skatus |
¢ Instal o . e
@ Enter maintenance mo...  [g] _ @ Completed

¥"| Erter maintenance ma... [g _ 2% )

F Tasks @ dlams |

18. You can make sure each host is compliant by selecting the host under the
NETLAB datacenter and click on the Update Manager tab at the top. If
compliant, you will see a green dot on the right hand side. If not, it will so
remaining patches/upgrades needed for compliancy.

19. You can remediate a single host by selecting the host under the NETLAB
datacenter and click on the Update Manager tab at the top. Repeat steps 16-18.

Refer to the VMware vCenter Update Manager Installation and Administration Guide
from VMware for more information.
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7 Building Virtual Machines

Detailed guidance on the provisioning of virtual machines is provided in the vSphere
Virtual Machine Administration Guide. Becoming familiar with the material in this guide
will assist you identifying the best strategy for provisioning your VMs to suit your needs.

There are several techniques for building up an inventory of virtual machines and
deploying them in NETLAB+ pods:

e Using NDG Virtual Machine Templates

e Using 3rd Party Virtual Appliances

e Creating Virtual Machines from Scratch
e Cloning Individual VMs Using NETLAB+
e Cloning Pods Using NETLAB+

v P
NDG Template VMs Virtual Appliances vSphere Client
www.netdevgroup.com www.vmware.com/appliances

Virtual Virtual Virtual Virtual

AppRance VM . . foplian:
£o140} o140} £5140} 540}
o wgor “gor o
e e Frr— S Ve nc S nc SV nc

e ree—y— b, e e T—— ~e|

Download and Deploy Create from Scratch

VM || VM || VM VM | VM || VM VM| VM| VM | VM | VM

i, o © i, o © i, e © Vil b OV, b Vi, b © e, o © i, o © e, i = © Vil b

VMware vCenter / NETLAB+ Virtual Machine Inventory

The diagram above illustrates several ways virtual machines can be created.
1. Aninitial set of virtual machines are populated in VMware vCenter. These VMs

can be derived from NDG virtual machine templates, 3rd party prebuilt virtual
appliances, or created from scratch using the VMware vSphere client.
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2. The initial set of VMs is imported into the NETLAB+ virtual machine inventory.

3. Individual VMs can be cloned directly from NETLAB+ to create more virtual
machines. Cloned virtual machines can be modified to perform different roles.

4. After virtual machines are assigned to a NETLAB+ pod, the pod and its virtual
machines can be cloned in one operation.

In this section, you will learn three methods that can be used to create an initial set of
virtual machines, starting from an empty inventory:

e Using NDG Template Virtual Machines
e Using 3rd Party Virtual Appliances
e Creating Virtual Machines from Scratch

This section also discusses two important tasks that apply to all virtual machines:

e Configuring virtual machines to provide optimal user performance.
e Taking virtual machine snapshots that can be used to place pods in a clean state.

Detailed guidance on the provisioning of virtual machines is provided in the vSphere
Virtual Machine Administration Guide. Becoming familiar with the material in this guide
will assist you in identifying the best strategy of provisioning your VMs to suit your
needs.

All tasks in this section are performed using only the VMware vSphere client.

In section 8, you will learn how to import your initial set of virtual machines into
NETLAB+, then create additional virtual machines quickly using cloning techniques.
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7.1 Using NDG Template Virtual Machines and 3rd Party Virtual Appliances

The easiest way to build a virtual machine is to start with an NDG Template Virtual
Machine or a 3rd Party Virtual Appliance.

For selected lab content, NDG provides template virtual machines that can be
downloaded from the NDG website (http://www.netdevgroup.com/). NDG's templates
are designed for specific pods and lab content. They can contain one or more of the
following elements, depending on software licenses and distribution restrictions of the
software required to satisfy lab content requirements:

e Virtual machine configuration file with suitable default settings
e QOperating system
e Application software

This strategy is used to setup NETLAB+ systems to teach the VMware Install, Configure,
Manage (ICM) course. More information about setup of the ICM course is available in
the Lab Resource Center.

Please refer to the supported lab content options on the NDG website to see if
templates are available for particular NDG pods and labs.

Some templates are complete virtual appliances that can be deployed and cloned
without modifications. Other templates are partial solutions that require local changes,
such as adding an operating system or application software.

In cases where NDG does not provide a template virtual machine, you may find a
suitable 3rd party virtual appliance at VMware's website:
http://www.vmware.com/appliances

Virtual Appliances are complete solutions that contain a VM configuration file,
operating system and applications that are distributed as a single downloadable unit.
The VMware vSphere Client (vSphere Client) allows you to deploy virtual machines that
are packaged in Open Virtual Machine Format (OVF). Deploying an OVF template is
similar to deploying a virtual machine from a template, except that you may deploy an
OVF template from any local file system accessible from the vSphere Client machine, or
from a remote web server.

An OVF template is stored as set of files (.ovf, .vmdk, and .mf). An OVA template is used
to package an OVF template into a single .ova file. Instructions on deploying OVF
templates are available in Chapter 5, “Deploying OVF Templates,” of the vSphere Virtual
Machine Administration Guide.
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Virtual machines based on the OVA or OVF file are created using the vSphere client:
File > Deploy OVF Template

() VCENTER - vwSphere Client
FiIelEdit View Inventery Administration Plug-ins Help

Mew 4

htory B[] Hosts and
| Deploy OVF Template... |

| Export »
Report »
Browse VA Marketplace..,
Print Maps
Whatis a
Exit alon:
O Bk TraCFoa T L Ahostis &
Gh BT4-R1 T|] asESXor

The OVF wizard will prompt for the location of an .ova or .ovf file. This can be a file on
your local disk, or a web URL.

This process will create a virtual machine in vCenter only. This VM must be later
imported into the NETLAB+ virtual machine inventory (discussed in section 8).

Some NDG templates are partial solutions. In this case, please refer to NDG pod-specific
guides for additional information required to finalize the installation of the operating
system and/or software applications.
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7.2

Creating Virtual Machines from Scratch

You may use the VMware vSphere client to create a virtual machine from scratch.
Choose this option if prebuilt virtual appliances or NDG virtual machine templates do
not meet the requirements you are looking for, such as a particular operating system or
hardware configuration. Keep in mind that you can create a single virtual machine and
install an operating system on it, then use that virtual machine as a template to clone
other virtual machines (see section 8).

oueswWwNPRE

Open the vSphere client and connect to vCenter server.

Select the ESXi host where the new virtual machine will run.

Click on the Getting Started tab if it is not already selected.

Select the Create a new virtual machine option.

Select the Custom option for your virtual machine configuration.

The subsections below will provide information on each step you will need to
follow using the New Virtual Machine Wizard.

() VCENTER - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E E €y Home b gf Inventory b [l Hostsand Clusters
8 e ¥

]
m Y
—
]
m
=
=
m
e
»

10.0.0.38 VMware ESXi, 4.0.0, 208167

e RE- ety Summary | Virtual Machines | Resource Allocation

a aster What is a Host?
{Eh Backtrack Pod 2 Standalon
{51 BackTrack Pod1 -|| Anostis a computer that uses virtualization software, s
§1 BT4-R1 r as ES¥ or ESXI, to run virtual machines. Hosts provide 1
Gh Empty XP VM 1 CPU and memory resources that virtual machines use ¢

Gh Empty XP VM 2

& Generic Pod Master hostl
51 Generic Pod Master host2
1 Generic Pod Master host3
1 Generic Pod Master host4
1 Generic Pod Master host5
1 ICM Host 38 Master esxi-1
(1 1CM Host 38 Master esxi-2 & Deploy from VA Marketplace
& ICM Host 38 Master san

[ 1CM Host 38 Master veente &' Create a new virtual machine
1 ICM Host 38 Master vclient

give virtual machines access to storage and network
connectivity

Basic Tasks

() Create New Virtual Machine =R X |

Configuration
Select the configuration for the virtual machine

6/29/2012

Configuration
MName and Location
Datastore

virtual Machine Version Create & new virtual machine with the most commen devices and configuration options.
Guest Operating System
CPUs f* Custom
Memory

Metwork

SCSI Controller
Select a Disk
Ready to Complete

Configuration

" Typical

Create a virtual machine with additional devices or specific configuration options.
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7.2.1 Providing a Name for Your Virtual Machine

You will be prompted to enter a name for your new virtual machine. Choose a name for
the virtual machine very carefully.

For virtual machines used in pods, we recommend including the pod type, numeric ID of
the pod and the name of the remote PC (as named in the pod) as part of the name. For
example, "Map Pod 12 PC_A" or "ICM Pod 1150 vcenter".

For master virtual machines that will be used as "golden master" virtual machines (used
for pod cloning), we recommend including the pod type, role, and name of the remote
PC as part of the name. For example, "ICM Host 1 Master vcenter".

@ Create New Virtual Machine =] —t. |

Hame and Location
Specify a name and location for this virtual machine

Configuration Mame:
Name and Location

Virtual machine (VM) names may contain up to 80 characters and they must be unique within each

Virtual Machine Versio
i Maenine versen vCenter Server YM folder.

Guest Operating System
CPUs )
Memory Inventory Location:
Y =
Netwark = i NETL‘_!‘B )
[£J Discovered virtual machine
@ Mastirs

SCSI Controller
Select a Disk
Ready to Complete

Help | = Back | Mext = I Cancel |

2

7.2.2 Selecting a Datastore

Virtual machine files are stored in a datastore. Select a datastore for the virtual
machine that will be adequate to store the guest operating system and all of its
software applications for pod labs.

(& Create New Virtual Machine [

Datastore
Select a datastore in which to store the virtual machine files

Confiuration Select a datastore in which to store the virtual machine files:
Mame and Location
Datastore Name Capacity | Provisioned Free | Type Thin Provisioning
Virtual Machine Version [datastare-38-locakl] 227.25GB 28748 GB  77.62GB VMFS Supported
Guest Operating System [datastore-37-san-i] 11075GEB  998.25GB  57.07GB VMFS Supported
;:12:‘;_ . [datastore-37-san-3] 930,75 GB 145 TB 634.85 GB VMFS Supported
Network
SCSI Controller
Select a Disk
Ready to Complete
4| n F
Compatibility:

Walidation not applicable this time.

Help < Back | Mext = I Cancel

A
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7.2.3 Select the Virtual Machine Hardware Version

If your host supports more than one virtual machine version, you will be prompted to
select the virtual machine version to use. Select Virtual Machine Version 7.

() Create Mew Virtual Machine = |[E]

Virtual Machine Version

mu';ﬂ Virtual Machine Version
Mame and Location
Datastore This host or cluster supports more than one YMware virtual machine version, Spedfy the virtual

i X machine version to use.
Virtual Machine Version

Guest Operating System
CPUs " Virtual Machine Version: 4

Memory This version will run on YMware ESX Server version 3.0 and later, and YMware Server 1.0 and

MNetwork later. This version is recommended when sharing storage or virtual machines with ESX Server
SCSI Controller wversions up to 3.5.
Select a Disk

Ready to Complete &+ Virtual Machine Version: 7
This version will run on VMware ESX Server version 4.0 and later, and YMware Server 2.0.
Choose this version if you need the latest virtual machine features and do not need to migrate to
ESX 3.

Help | = Back | Mext = I Cancel |

Y.

7.2.4 Selecting the Guest Operating System

The Guest Operating system and version of your choice that you will install on the
virtual machine must be selected.

In this example, Microsoft Windows XP Professional 32-bit is selected as the Guest
Operating System.

@ Create Mew Virtual Machine =B

‘Guest Operating System Virtual Machine Version: 7
Specify the guest operating system to use with this virtual machine

Configuration

Mame and L ocation Guest Operating System:
Datastore @ Microsoft Windows
Virtual Machine Yersion
G N " Linux

uest Operating System
CPUs " Novel Metware
Memory " Solaris
Network -
SCSI Controller Other
Select a Disk T
Ready to Complete

Microsoft Windows XP Professional (32-bit) hd

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation.

Help | = Back | Mext = I Cancel
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7.2.5 Selecting the Number of Processors

Selecting the default value of 1 for number of processors in the virtual machine is
typically sufficient, depending on the applications you will run on the virtual machine.
Please refer to the pod specific documentation for processor guidance.

Each virtual processor consumes core time on the ESXi hosts physical processors. A
value of 2 or higher should be used sparingly.

() Create New Virtual Machine = | (B

CPUs Virtual Machine Version: 7
Select the number of virtual processors in the virtual machine.

Configuration
Mame and Location Mumber of virtual processors: hd
Datastore

Virtual Machine Version

The number of virtual processors that can be

Guest Operating System created for a VM depends on the number of
CPUs licensed CPUs on a host and the number of
Memary processors supported by the guest 03,

Network

5CSI Controller Click Help for information on the number of
Select 3 Disk processors supported for various guest operating

tems.
Ready to Complete SRR

Help | = Back | MNext = I Cancel

.
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7.2.6  Configuring the Memory Size

Choose the amount of memory that will be allocated to the virtual machine. In most
cases, you may use the default settings for memory. If memory space is a concern, you
may need to select a value closer to the recommended minimum.

The amount of memory you select for the virtual machine is also the value used in
NETLAB+ Proactive Resource Awareness calculations when this virtual machine is
scheduled in NETLAB+. See section 5.7 for details.

Setting the memory size too low may lead to page swapping to disk and poor virtual
machine performance. Setting the memory size too high may limit the number of
virtual machines that can be scheduled at the same time, depending on the amount of
physical memory in your ESXi hosts and NETLAB+ Proactive Resource Awareness
settings.

(&) Create New Virtual Machine [=E——
Memory Virtual Machine Version: 7

Configure the wirtual machine's memory size.

Configuration Memory Configuration
Mame and Location =
D;tactc;-re = 255 GB Memory Size: 256 % ME +
T 126 GEB H
Virtual Machine Version - Maximum recommended for best performance: 16372 MB.
Guest Operating System 64 GBH ) )
CPUs Maximum recommended for this
M_- 32 GBH < guest OS: 4GB,
emory

I 16 GE 4 Default recommended for this

5 GEH 4 guest 05: 256 MB.

4GB Minimum recommended for this

<l guest OS: 123 MB.
2GEH

1GEH
512 MEH

256 MB =
128 ME—
&4 MBH
3ZMBH
16 MEH
SMBH
4 MB Y

Help | = Back | Next = I Cancel

A
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7.2.7 Choosing Network Connections

If your equipment pod will consist of only one individual PC, a Network Adapter is not
necessary and number of NICs may be set to None.

In most cases, it will be necessary to connect a Network Interface Card (NIC) to the
virtual machine.

(&) Create Mew Virtual Machine || & |
Network Virtual Machine Version: 7

Which network connections will be used by the virtual machine?

Confiquration Create Network Connections
Mame and Location

How many NICs do you want to connect? 1 -

Connect at
MNetwork Adapter Power On

Memory
: ETY v
Network NIC 1t [SAFETY NET | [Flexinle =)

Flexible
VMXNET 2 (Enhanced)
VMKMET 3

Adapter choice can affect both networking performance and migration compatibility. Consult
the VMware KnowledgeBasefor moreinformation on choosing among the network adapters
supportedfor various guest operating systemsand hosts.

Help | =Back | Mext = I Cancel |

4

How many NICs do you want to connect? This determines how many virtual network
adapters will be created for the virtual machines. In most cases, this will be 1. For some
pods, a value of 2 or higher may be required for certain remote PCs. Please refer to the
NDG pod specific guides for guidance.

Network. This is the name of an existing port group on the ESXi host that the virtual
machine network adapter will connect to.

e [fthe VM is part of a real equipment pod, select an inside port group (previously
created in section 5.4.3.3).

e [fthe target pod type supports NETLAB+ automatic networking, select SAFETY
NET (previously created in section 5.5); NETLAB+ will move the VM from SAFETY
NET to an automatically generated network when the pod is started.

e Select SAFETY NET if the final network has not been created and you need a safe
temporary network until the VM can be relocated to its final network.

Adapter. Network adapter choices depend on the version number and guest operating
system running on the virtual machine. Only those network adapters that are
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appropriate for the virtual machine you are creating are listed as available configuration
options. The following adapter choices are described in VMware Knowledge Base article
1001805. Please refer to the article on the VMware website for the latest information.

Vlance

VMXNET

Flexible

E1000

VMXNET3

6/29/2012

An emulated version of the AMD 79C970 PCnet32 LANCE NIC, an older 10 Mbps NIC
with drivers available in most 32bit guest operating systems except Windows Vista and
later. A virtual machine configured with this network adapter can use its network
immediately.

The VMXNET virtual network adapter has no physical counterpart. VMXNET is
optimized for performance in a virtual machine. Because operating system vendors do
not provide built-in drivers for this card, you must install VMware Tools to have a driver
for the VMXNET network adapter available.

The Flexible network adapter identifies itself as a Vlance adapter when a virtual machine
boots, but initializes itself and functions as either a Vlance or a VMXNET adapter,
depending on which driver initializes it. With VMware Tools installed, the VMXNET driver
changes the Vlance adapter to the higher performance VMXNET adapter.

An emulated version of the Intel 82545EM Gigabit Ethernet NIC. A driver for this NIC is
not included with all guest operating systems. Typically Linux versions 2.4.19 and later,
Windows XP Professional x64 Edition and later, and Windows Server 2003 (32-bit) and
later include the E1000 driver.

A next generation of a paravirtualized NIC designed for performance, and is not related
to VMXNET or VMXNET 2. It offers all the features available in VMXNET 2, and adds
several new features like multiqueue support (also known as Receive Side Scaling in
Windows), IPv6 offloads, and MSI/MSI-X interrupt delivery.

VMXNET 3 is supported only for virtual machines version 7 and later, with a limited set of
guest operating systems:

32 and 64bit versions of Windows XP,7, 2003, 2003 R2, 2008,and 2008 R2
32 and 64bit versions of Red Hat Enterprise Linux 5.0 and later

32 and 64bit versions of SUSE Linux Enterprise Server 10 and later

32 and 64bit versions of Asianux 3 and later

32 and 64bit versions of Debian 4

32 and 64bhit versions of Ubuntu 7.04 and later

32 and 64bit versions of Sun Solaris 10 U4 and later
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VMXNET2 Adapter based on the VMXNET adapter but provides some high-performance features
commonly used on modern networks, such as jumbo frames and hardware offloads.
This virtual network adapter is available only for some guest operating systems on
ESX/ESXi 3.5 and later.

VMXNET 2 is supported only for a limited set of guest operating systems:

32 and 64bit versions of Microsoft Windows 2003 (Enterprise and Datacenter
Editions).

Note: You can use enhanced VMXNET adapters with other versions of the
Microsoft Windows 2003 operating system, but a workaround is required to
enable the option in VMware Infrastructure (VI) Client or vSphere Client.

See Enabling enhanced vmxnet adapters for Microsoft Windows Server 2003
(VMware KB 1007195) if Enhanced VMXNET is not offered as an option.

32bit version of Microsoft Windows XP Professional

32 and 64bit versions of Red Hat Enterprise Linux 5.0

32 and 64bhit versions of SUSE Linux Enterprise Server 10
64bit versions of Red Hat Enterprise Linux 4.0

64bit versions of Ubuntu Linux

Connect at Power On. This box should be checked so that the network adapter is
automatically enabled when the virtual machine powers up.

7.2.8 Selecting the Disk Controller

In most cases, you may use the default setting for disk controller. Be aware also of any
0/S specific driver requirements due to your selection of guest operating system. For
example, older versions of Microsoft Windows may require that you provide SCSI drivers

during install.

@ Create Mew Virtual Machine

= [ B ) |

SCSI Controller

Configuration

Mame and Location
Datastore

virtual Machine Version
Guest Operating System
CPUs

Memory

Metwork

SCSI Controller
Select a Disk

Ready to Complete

Which 5CSI controller type would you like to use?

SCSI controller

&+ BusLogic Parallel

" LSILogic Parallel DEFAULT SELECTION RECOMMENDED
" LSILogic SAS

" VYMware Paravirtual (not recommended for this guest 0S)

Virtual Machine Version: 7

Help |

< Back | Mext = I Cancel
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7.2.9 Creating a Virtual Hard Disk

Use the default settings to Create a new virtual disk for your virtual machine.

@ Create Mew Virtual Machine

-

= | B )

Select a Disk

Configuration

Mame and Location
Datastore

Virtual Machine Version
Guest Operating System
CPUs

Memory

Metwork

SCSI Controller
Select a Disk
Create a Disk
Advanced Options
Ready to Complete

Virtual Machine Version: 7

A virtual disk is composed of one or more files on the host file system. Together these files appear az a
single hard disk to the guest operating system.

Select the type of disk to use,
Disk

* Create a new virtual disk

" Use an existing virtual disk

Reuse a previously configured virtual disk.

" Raw Device Mappings

Give your virtual machine direct access to SAN. This option allows you to
use existing SAMN commands to manage the storage and continue to
access it using a datastore,

(" Do not create disk

Help |

= Back | Mext = I

Cancel |

Zi

4

Specify the disk capacity for this virtual machine. Select a disk size that will be adequate
to store the guest operating system and all of its software applications for pod labs. The
example below shows the default selection of 8GB; your requirements may vary.

Check the "Allocate and commit space on demand" check box to enable thin

provisioning. This is recommended to conserve disk space. Thin provisioning allows real
disk space to be allocated on a just-enough and just-in-time basis.

.
@ Create New Virtual Machine

=RECN X

Create a Disk

Configuration

Name and Location
Datastore

Virtual Machine Version
Guest Operating System
CPUs

Memory

Metwork

SCSI Controller

Select a Disk

Create a Disk
Advanced Options
Ready to Complete

Virtual Machine Version: 7

Specify the virtual disk size and provisioning policy

Capacity
BEI: GB -

Disk Provisioning

Disk Size:

RECOMMENDED

¥ Allocate and commit space on demand (Thin Provisioning))

=

Location
{* Store with the virtual machine

" Specify a datastore:

|

Help |

< Back | Next = I

Cancel
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In most cases, you may use the default settings for the Advanced Options.
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The use of SCSI drivers in a Windows XP or Windows Server 2003 virtual machine
requires a special SCSI driver. You may download the driver from the VMware website.

@ Create Mew Virtual Machine

—

-

5 |

Advanced Options

Configuration

Mame and Location
Datastore

Virtual Machine Version
Guest Operating System
CPUs

Memory

Metwork

SCEI Controller

Select a Disk

Create a Disk
Advanced Options
Ready to Complete

Virtual Machine Wersion: 7
These advanced options do not usually need to be changed.

Specify the advanced options for this virtual disk. These options do not normally need
to be changed,

Virtual Device Node
 |scsio:)

=l
&  |DE@:0) |

Mode
[ Independent
Independent disks are not affected by snapshots,
~
Changes are immediately and permanently written to the disk.

-

Changes to this disk are discarded when you power off or revert to the
snapshot,

Help |

< Back | Mext = I

Cancel
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7.2.11 Verifying the Settings

Review the configuration settings displayed on the page and select Finish.
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-
@ Create New Virtual Machine

==\

Ready to Complete
Click Finish to start a task that will create the new virtual machine

Virtual Machine Version: 7

Configuration

Name and Location Settings for the new virtual machine:

Datastore Name: Map Pod 2PC_A
Virtual Machine Version Flder: NETLAB
Guest O ting Swsh Host/Cluster: 10.0.0.38
suestioperalind svstem Datastore: datastore-37-san-1
CPUs Guest O5: Microsoft Windows XP Professional (32-bit)
Memory CPLs: 1
Metwork Memory: 256 MB
SCSI Controller MICs: 1
Select & Disk NIC 1Network: SAFETY NET
Create a Disk MNIC 1Type: Flemblg
nd 4 Ot SCSI Controller: BuslLogic Parallel
v D L. N )
advance == Create disk: Mew virtual disk
Ready to Complete Disk capadity: 8GE
Datastore: datastore-37-san-1
Virtual Device Node: IDE {0:0)
Disk mode: Persistent

[T Edit the virtual machine settings before completion

system. Install a guest OS5 on the VM after creating the VM.

/&, Creation of the virtual machine (VM) does not indude automatic installation of the quest operating

Help |

= Back | Finish I Cancel

Your virtual machine will now be listed in the virtual machine inventory.

-
(&) VCENTER - vSphere Client

File Edit View Inventory Administration Plug-ins

€y Home b gf Inventory b [F Ho

B [: VCENTER
= MNETLAB

B 10.0.0.36

Ed
BackTrack Master
Backtrack Pod 2 Standalone PC
BackTrack Pod1
BT4-R1
Empty XP VM 1
Empty %P WM 2
Map Pod 2 PC_A
N3 ICM Pod_B esxi-1
N3 ICM Pod_B esxi-2

velsboeoey
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7.3 Installing a Guest Operating System

After you have configured the virtual machine settings, you must install an operating
system on the virtual machine. Refer to VMware’s vSphere Virtual Machine
Administration Guide, Installing a Guest Operating System for details on the procedure
to install a guest operating system.

7.4 Editing the Virtual CD/DVD Device

You may have configured your virtual machine to access a physical CD/DVD drive or
access an ISO image in order to install the guest operating system. In the process, you
may have enabled the Connect at Power On setting. For optimal pod performance,
please verify the Connect at Power On option is Unchecked.

This setting must be edited after installing the guest operating system.
1. From the vSphere Client, select the virtual machine from the inventory list.

2. Select the Getting Started tab if not already selected.
3. Click Edit virtual machine settings.

WCENTER - vSphere Client
p

File Edit View Inventory Administration Plug-ins Help

E E} Home b g Inventory b @ Hosts and Clusters

B \-':CENTER il Map Pod 2 PC_A
B [ NETLAB B
E 10.0.0.36 [emiep=lid=uh Summary ' Resource Allocation

= @ 100038
G BackTrack Master What is a Virtual Machine?
Gh Backtrack Pod 2 Standalone PC
{51 BackTrack Pod1 A virtual machine is a software computer i
h BT4-R1 physical computer, runs an operating sys’
1 Empty XP VM 1 applications. An operating system installe
G Empty XP VM 2 machine is called a guest operating syste
&
{51 N3 ICM Pod_B esxi-1 Because every virtual machine is an isola
{1 N3 ICM Pod_B esxi-2 environment, you can use virtual maching
G N3 ICM Pod_B san workstation environments, as testing envi
{1 N3 ICM Pad_8 vcenter consolidate server applications.
Eh N3 ICM Pod_B vdient
51 N3 VMA Pod_3 esxi-1 In vCenter Server, virtual machines run ol
{1 N3 VMA Pod_3 esxi-2 clusters. The same host can run many vir

Eh N3 VMA Pod_3 san
1 N3 VMA Pod_3 vcenter
Eh N3 VMA Pod_3 vclient

{51 N3DEV esxi install Basic Tasks

{1 N3DEV MASTER esxi-1 = _ )
) N3DEV MASTER esxi-2 [» Power on the virtual machine
{1 N3DEV MASTER san — - -

&) N3DEV MASTER veenter-1 G Edit virtual machine settings
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4. Select the CD/DVD drive in the hardware list.

5. Uncheck the Connect at power on box. This is necessary to prevent the virtual
machine from attempting to connect to the ESXi host’s CD/DVD device, which
could result in undesired properties or boot errors.

(&) Map Pod 2 PC_A - Virtual Machine Properties

SE)

Hardware IOptions] Resources

™ Show All Devices Add... Remove |
Hardware Summary

Wl Memory 256 MB

A crus 1

£ video card Video card

&= VMCIdevice Restricted

é Floppy drive i Client Device

&= Harddisk1 Virtual Disk
E‘ CD/DVD Drive 1 (edited) Image File |
BB Network adapter1 SAFETY NET

Device Status
-

Device Type
" Client Device

" Host Device

Virtual Machine Version: 7

¥ Datastore 150 File

=l

o
o~

Virtual Device Node

Browse. ..

¢ |1DE (1:0) CO/OVE Drive 1

Help

Cancel

OK |

Note: You may also point the CD/DVD device connection to a unique ISO image on the
local ESXi host. If you choose this option, make sure each VM you create does not point
to the same ISO file. Otherwise, you may experience some undesired properties or boot

errors.
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7.5 Essential Virtual Machine Performance Optimizations

This section and subsections outline essential performance optimizations for virtual
machines that are required for basic operation and good performance in NETLAB+. Our
example throughout this section shows the optimization of a Windows XP virtual
machine. The same techniques should be applied on all operating systems.

7.5.1 Installing VMware Tools

Installation of VMware Tools is required for proper NETLAB+ operation and essential for
optimal performance.

The mouse will not work in the NETLAB+ Remote PC Viewer if VMware Tools is not
installed.

Your virtual machine must be powered on to install VMware Tools.
1. Select the virtual machine in the inventory list.

2. Select the Getting Started tab if not already selected.
3. Click Power on the virtual machine.

-
() VCENTER - vSphere Client

Eile Edit View Inventory Administration Plug-ins Help

a @ r@ Home [ Eﬂ Inventory [ @ Hosts and Clusters

B & ENTER Bl MapPodz2pPc A
= MNETLAB b
B 10.0.036 [eCa T ey Summary » Resource Allocation.| Pq

= B 10.0038
{ BackTrack Master What is a Virtual Machine?
{51 Backtrack Pod 2 Standalone PC
1 BackTrack Podi A viriual machine is a software computer thz
{1 |Map Pod 2 PC_A physical computer, runs an operating syster
G Empty XP VM 1 applications. An operating system installed 1

1 Empty XP VM 2

machine is called a guest operating system.
1 Generic Pod Master host1

G Generic Pod Master hast2 Because every virtual machine is an isolate:
{1 Generic Pod Master host3 environment, you can use virtual machines
{1 Generic Pod Master host4 workstation environments, as testing envirol
{1 Generic Pod Master host5 consolidate server applications.

In wCenter Server, virtual machines run on t
clusters. The same host can run many virtu

Basic Tasks

m

[p Power on the virtual machine

i Edit virtual machine settings
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The option to install VMware Tools will now be available.

1. Select the virtual machine in the inventory list.
2. Right-click on the page, and select Guest from the context menu.
3. Select Install/Upgrade VMware Tools.

(3 [Map Pnd 2 PC A
Gh N3 IC Power ’
% :i :El Guest g | Answer Question...
Hh N3 I Snapshot S Enter Full Screen (Ctrl+Alt+Enter)
& n3ic{ = Open Console Send Ctrl+ Alt+ del
N3 VM| . .
g Ni M (# Edit Settings... | Install/Upgrade Vivware Tools
G N3 VM Ex| Migrate...
G N3 VM aﬁ Clene...

4. Assuming you have completed the installation of the guest operating system as
described, you may proceed with the install of VMware Tools.

(& Install VMware Tools I. = -s-:_hj

Installing the VMware Tools package will greatly enhance graphics and mouse
performance in your virtual machine,

WARMING: You cannot install the YMware Tools package until the guest
operating system is running. If your guest operating system is not running,
choose Cancel and install the YMware Toals package later.

QK Cancel
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7.5.2 Disabling the Desktop Background

The desktop background MUST be set to None (solid color) to provide minimal
bandwidth utilization and to ensure the responsiveness of the remote experience.

Boot the virtual machine.

Right-click on the display and select Properties.
Click on the Desktop tab.

Select None for the Background.

P wnNe

Ir[llis play Properties

Themes | Deskiop |S|:reen Saver | Appearance | Settings

A

B ackground:
'@'[N ohe] |

Browsze...

D[E

|51] At
B zul

\*4 Bliss i
Blue Lace 16 e

[ Cuztomize Desktop... ]

[ k. H Cancel ][ Apply ]

A desktop background image will result in very slow screen updates and consume
significantly more bandwidth than a solid one-color background.
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7.5.3 Setting the Virtual Machine Display Properties

For optimal performance and minimal bandwidth consumption, we recommend using
the lowest possible resolution setting.

e The recommended screen resolution is 1024x768. All courses offered by NDG
are compatible with this resolution.

The following task assumes a virtual machine running a Windows XP operating system.
Adjust accordingly for other operating systems. To set the screen resolution and color
quality:

Boot the virtual machine.

Right-click on the display and select Properties.

Click on the Desktop tab.

Click on the Settings tab.

Set screen resolution to your desired resolution (1024x768 is used in this
example).

6. Set color quality to 32-bit.

ukhwnNeE

Display Properties 2x

Themesl Desktupl Screen Saverl dppearance  Settings |

!

Digplay:
[Crefault bManitar] on Yhdware SWYGEA (|

Color guality
| Highest (32 it

Screen rezolution

Lezs _J bdore

1024 by 763 pinels

Troubleshoat.... | Advanced |

3

0k, I Cancel | Spply |
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7.5.4 Adjusting Visual Effects

Visual effects must be adjusted to provide minimal bandwidth utilization and to ensure
the responsiveness of the remote experience.

The following task assumes a virtual machine running a Windows XP operating system.
Adjust accordingly for other operating systems.

Adjust the visual effects:

Right-click on My Computer and select Properties.
Click on the Advanced tab.

Click the Settings button for Performance.

Click the Visual Effects tab.

Select the radio button to Adjust for best performance.

SANE A

Click Ok to accept changes.

134 Desktop TR s

(ST I S < y'stem Braperties | performance Options

e Back - & -_; . iﬁ System Reston  Visual Effects Indvanced Data Execution Prevention'
o General |
Address I@' Diesktop

;_j %; — Performance—— " Let Windows choose what's best: for my computer
Visual effects, pr " adjust For best appearance

Select the settings wou want to use for the appearance and
petfarmance of Windows an this computer.

You must be logge

My Documents My Cormpubet
& pdjust For best performance

" Custom:

— [ Animate windows when minimizing and maximizing
- User Profiles—— [ Fade or slide menus into view
Desktop settings [ Fade or slide ToalTips into view

[ Fade out menu items after clicking

[ show shadows under menus

O shew shadows under mouse painter
O show translucent selection rectangle
O show window contents while dragging
System startup, 5 [ slide open cambo boxes

[ slide taskbar buttans

"1 Smooth edges of screen Fonks

— Startup and Rec

0K I Canicel
4/ start| [ Desktop QWL ED 10:46 A
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7.6 Adding Software Applications

You may now add new software to your virtual machine as required by the lab exercises
you plan to use on your pods. It may be helpful to temporarily bind the virtual network
adapter to the outside campus network to load applications from the Internet or local
file server.

The Secure+ network model does not provide outside connectivity. In this model, you
will need to load from ISO files on the ESXi servers or from a file server VM on an inside
network.

7.7 Virtual Machine Snapshots

A snapshot preserves the state and data of a virtual machine at a specific point in time.

e State includes the virtual machine’s power state (powered-on, powered-off,
suspended, etc).

e Dataincludes all the files that make-up the virtual machine, including
configuration file, disks, memory, and other devices, such as virtual network
interface cards.

The VMware vSphere client provides several operations for creating and managing
snapshots and snapshot trees. These operations let you create snapshots, revert to any
snapshot in the tree, and remove snapshots.

Large snapshot trees are not recommended for production virtual machines (see
Snapshot Best Practices, section 7.7.2 below).

7.7.1 How NETLAB+ Uses Snapshots
In NETLAB+, snapshots are used for two purposes.

Virtual Machine Reset. A virtual machine can be optionally reset to a specific state at
the beginning or end of a lab reservation, or when the user initiates the scrub action on
the virtual machine or pod.

Linked Virtual Machines. A linked virtual machine shares a base virtual disk with a
"master" virtual machine in an ongoing manner. This conserves disk space and allows
multiple virtual machines to use the same software installation. A snapshot on the
master virtual machine becomes the disk starting point for linked virtual machines that
are derived from the master.
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7.7.2 Snapshot Best Practices

Here are some best practices for using snapshots in the NETLAB+ environment and
some common pitfalls to avoid.

1. Be sure to take a new snapshot each time you edit virtual machine settings or
install new applications on a virtual machine. Unsaved changes to a virtual
machine are lost after reverting to snapshot. A revert to snapshot can occur
manually when invoked from the vSphere client, or automatically by NETLAB+
(depending on your virtual machine inventory settings).

2. Take snapshots in a powered-off state. Snapshots taken in a powered-on or
suspended state can reduce virtual machine boot time. However, this consumes
significantly more disk space per VM than in a powered-off state. The disk space
required can easily exceed one gigabyte since the virtual machine's memory state
and/or swap files must also be preserved for powered-on and suspended states.
Resuming from a powered-on or suspended state can also result in failed network
connection states in some cases. To avoid these issues, gracefully power down the
virtual machine before taking a snapshot.

3. Take only one snapshot per virtual machine for best performance. In academic
environments, there is often an affinity for large snapshot trees since snapshots
provide an intuitive way to return to a topicin a course syllabus. This is not
recommended for production virtual machines where user performance is
paramount. Large snapshot trees can degrade virtual machine performance. Each
level in the snapshot tree creates a "delta disk" which must be accessed before data
can be read from the "base disk" (where most files typically reside). We recommend
only one snapshot per virtual machine, particularly when the virtual machine is used
in a production pod, or for master virtual machines that are the basis for linked
virtual machines.

4. Specify a unigue name for every snapshot (if you must keep more than one
snapshot on the same virtual machine). The vSphere client will allow you to create
multiple snapshots with the same name. To avoid ambiguity during cloning
operations, NETLAB+ requires that all snapshots on a single VM be named uniquely.
NETLAB+ cloning operations may fail with the error E_VM_SNAPSHOT_NOT_UNIQUE
when attempting to clone a virtual machine that has two or more snapshots with
the same name. Duplicate snapshot names will not be an issue if you follow the best
practice of one snapshot per virtual machine for best performance.

5. Snapshots used for linked clones must be thoroughly tested before cloning.
Replacing a snapshot on the master (parent) virtual machine does not propagate
changes to existing linked clones (as one might hope). Only new linked clones will
pick up the changes from the new snapshot. Linked clones will be discussed in detail
in the Cloning section.

6/29/2012 Page 174 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

7.7.3

Taking a New Snapshot

1. Openthe vSphere client.

2. Select Hosts and Clusters in the address bar.

¢y Home b gF Inventory P [F] Hostsand Clusters

3. Right-click on the virtual machine and select Snapshot > Take Snapshot.

Qo
JJD@

File Edit “iew Inventory Administration Flug-ins Help
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G0 2 @
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7.7.4 Managing Snapshots

vSphere can maintain multiple snapshots of your virtual machine. Use the Snapshot
Manager to manage snapshots.

In this example, we see that three snapshots have been taken of a virtual machine (after
installing the guest operating system, after configuring the remote display commands,
and after installing an application).

-

=,

/) Snapshots for NETLAB_Server_3_VM_2 Mi==

—-[f1 METLAE Server_3_WM_Z2 Marne

—-f=n After_guest_os_inskall
== Configuration commands completed
== | After Xwire Application Installed
(3) Youare here

After ¥wire Application Inskalled

Descripkion

Snapshat after installing ¥wire application

Go b Delete Delete Al Edit |

Close Help

Be aware of features available using the Snapshot Manager.

6/29/2012

The You Are Here icon represents the current operational state of the virtual
machine. Each time you take a new snapshot, the Current Snapshot state is
updated. NETLAB+ will revert to the current snapshot.

Delete commits the snapshot data to the parent and removes the selected
snapshot.

Delete All commits all the immediate snapshots before the You Are Here current
active state to the base disk and removes all existing snapshots for that virtual
machine.

Go To allows you to select the position of the current operational state of the
virtual machine. You may maintain multiple snapshots and control which
snapshot NETLAB+ will use by using Go To in order to modify the position of You
Are Here, which indicates the current operational state of the VM.

Page 176 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

8 NETLAB+ Virtual Machine Inventory

NETLAB+ version 2011 introduces the Virtual Machine Inventory (VMI). The inventory is
a mapping between NETLAB+ remote PCs and virtual machines in one or more vSphere
datacenters. The inventory also tracks information about virtual machines that is not
stored in vCenter, such as the role each VM plays in NETLAB+ and parent/child
relationships between virtual machines.

Virtual Machine Inventory

Admin Logout
Import, clone, and manage the inventory of virtual machines to be used with
MNETLAB+.
Virtual Machine Name Operating System Role Datacenter Runtime Host| CPUs | Memery (MB)| Pod ID Pod I
E«' 2010120813 ICM 4.1 Template esxi-1 Wiware ESX(i) Template |NETLAB 2 2256
Eﬁ 2010120813 ICH 4.1 Template esxi-2 Whware ESX(i} Template |NETLAB 2 2255
Ei 2010120613 ICM 4.1 Template =an no-Win-ISO Linuz Template |NETLAB 1 1024
B 2010120813 ICM 4.1 Template veenter-1 no-Win-inst |Windows Server 2003 |Template  |NETLAB z 3072
E‘«' 2010120613 ICW 4.1 Template vclient no-Win-inst Windows XP Template |NETLAB 1 512
."_—" BackTrack Master Linux Master NETLAB  [10.0.0.38 1 768
EJ‘ Backtrack Pod 2 Standalone PC Linuz Nermal NETLAB 10.0.0.38 il 768 |1071 |Backtrack Pod 2
EJ‘ BackTrack Pod1 Linux Normal NETLAB |10.0.0.33 1 768 |1022 |BackTrack Pod1
E,'J BT4-R1-template Linux Template |NETLAB 1 768
E‘J Empty 2PV 1 Windows XP Mormal NETLAB [10.0.0.38 1 258

8.1 Virtual Machine Roles

Each virtual machine is assigned a role in the NETLAB+ inventory. Thisis a NETLAB+
specific value that is not stored in vCenter. The role indicates the intended function of
the virtual machine in NETLAB+ and influences the operations that can be performed on
the virtual machine, as well as default settings during those operations. The following
roles are currently defined:

£ Template. Atemplate is a virtual machine that is used to deploy other virtual
machines. Templates cannot be assigned to pods, powered on or edited,
providing a more secure way of preserving a virtual machine configuration that
you intend to deploy many times. A template VM in NETLAB+ is synonymous
with a template VM in VMware vCenter. Virtual machines marked as templates
in vCenter are always marked as templates in NETLAB+, and vice-versa.

=) Master. By designating a virtual machine a master, you indicate your intention
to use the virtual machine for the purpose of cloning other virtual machines
and/or cloning the virtual machine as part of a cloned pod. When you clone VMs
from a master, and subsequently choose to clone a VM from that clone, the
default selection will be to create the clone from the original that was indicated
to be the Master. A master VM differs from a template VM in that can be
assigned to run on a host, used in a pod (typically a master pod), and powered
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8.2

on for the purpose of adding and configuring new software. Once the virtual
machine has all the required software components and thoroughly tested, a
golden master snapshot is taken and becomes the basis for full or linked clones
(discussed later).

Normal. A normal VM is a virtual machine that will be assigned to a production
pod. A normal VM may be configured to revert to a snapshot at the beginning
and end of a lab reservation, or when the user explicitly invokes the scrub action
on the VM or the entire pod. A normal VM is an ideal choice for pods that
should always start in the same state, such as VMs in Cisco Netacad pods.

Persistent. A persistent VM is assigned to a production pod, with the additional
characteristic that its state will be retained from one reservation to the next. A
persistent VM never reverts to a snapshot. This type of VM is appropriate when
the user assigned to the pod is working on a curriculum that carries the result of
each lab assignment progressively. An example scenario would be a course
where the student performs “Lab One” and then on a subsequent reservation
performs “Lab Two”, with the pod in the state it was in at the end of “Lab One”.

How Virtual Machines Become Part of the NETLAB+ Inventory

Virtual machines must first reside in the NETLAB+ Virtual Machine Inventory before they
can be assigned to pods and function as NETLAB+ remote PCs. There are three ways
virtual machines can become part of the NETLAB+ inventory:

6/29/2012

Import. NETLAB+ communicates with vCenter and scans the selected datacenter
to identify existing VMs that are available to be added to the NETLAB+ virtual
machine inventory. The import function is used to import virtual machines that
were created outside of NETLAB+ (i.e. from the vSphere Client or VMware
Converter).

Clone VM. NETLAB+ communicates with vCenter and makes a copy of a virtual
machine that already exists in the NETLAB+ inventory. When a virtual machine is
cloned from the NETLAB+ inventory, the new virtual machine is added to both
the NETLAB+ inventory and vCenter in one operation. NETLAB+ also supports
linked clones (virtual machines that share disk content with another parent
virtual machine).

Clone Pod. If a pod contains only virtual machines, NETLAB+ can clone the entire

pod in one operation. Each virtual machine in the source pod is cloned and
added to both the NETLAB+ inventory and vCenter in one operation.
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8.3

Importing VMs into the Virtual Machine Inventory

The following procedure is used to import an existing virtual machine or template from
vCenter into the NETLAB+ Virtual Machine Inventory.

1.

6/29/2012

From the Advanced Virtual Machine Infrastructure Administrator page, select
Virtual Machine Inventory. Virtual Machines in the inventory are listed. If thisis
your first time importing VMs to the inventory, there is no list displayed.

Virtual Machine Inventory

Admin Logout
Import, clone, and manage the inventory of virtual machines to be used with
aal NETLAB+.

Wirtual Machine Name Operating System Role Datacenter | Runtime Host| CPUs |Memory (MB)
E«' 2010120613 ICM 4.1 Template esxi-1 Wilware ESX(i) Template |NETLAB 2 2256
B 2010120812 ICM 4.1 Template esxi-2 Whiware ESX(i) Template |NETLAB 2 2288
E% 2010120613 ICM 4.1 Template san no-Win-1S0 Linux Template |NETLAB 1 1024
B 2010120813 ICM 4.1 Template veenter-1 no-Win-inst |Windows Server 2003 |Template |NETLAB 2 072
E 2010120813 ICM 4.1 Template vclient no-Win-inst Windows XP Template |NETLAB 1 512
.'_‘—" BackTrack Master Linux Master NETLAB |10.0.0.33 1 768
B Backtrack Pod 2 Standalone PC Linux Normal NETLAB |10.0.0.33 1 763
E‘J BackTrack Pod1 Linux Normal NETLAB |10.0.0.38 1 788
B BT4-R1-template Linux Template |NETLAB 1 768
E‘J Empty XP W 1 Windows XP Normal NETLAB |10.0.0.33 1 256

Click the Import Virtual Machines button at the bottom of the page to add VMs
to theinventory. If you have added more than one datacenter to your NETLAB+
system, you will be prompted to select a datacenter.

NETLAB+ will scan the datacenter to discover virtual machines that are not
currently in the inventory. You may then click the checkbox next to the virtual
machine(s) you wish to import and then click Import Selected Virtual Machines.

Import Yirtual Machines

Select the virtual machines from datacenter tda41 that you wish to import,

Select Yirtual bMachine Mame Operating Syztem CPUz bemaom [ME]|]
[] /ICH 4.1 Master_+1 essi-2 Other Operating Swztem (G4 bit) [experimental] 2 2856
[l |MW3DEY PODI07WC 4.1 TEST  |windows ¥P Professional 1 384
[] |M3TestICM Pod 2 Other Operating System (B4 bit] [experimental] 2 2206
[] |MESTED ES®i4.110.0.0139 |Other Operating Spstem (54 bit] [experimental] 2 2206
| Test WM 2017 esxil Other Operating Syztem (B4 bit] [expermental] 2 2256

o= Select All | = Unselect Al | [ cancel |

Page 179 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

4. Select the appropriate configuration settings for each virtual machine.

Configure ¥Yirtual Machines

Please identify the operating system, rale, runtime host or host group
for each ¥M. To assign a ¥M to a host group, the WM must reside on a
shared datastore (SAN).

Wirtual Machine Mare Operating Syztem Fale Runtirme Hozt/Group
TestWM 2011 sl || Windows Server 2008 w| N Host 10.0.0.39 | »

Master
&> Import Selected Virtual Machines | [ cance Mamal

Perziztent

e Operating System: This should match the operating system installed on the
virtual machine. The default value is usually correct. However, if the virtual
machine is running a nested/virtualized instance of VMware ESXi, you should
change this value from "Other" to "VMware ESXi".

e Role: Select the role that this virtual machine will play in your inventory (see
section 8.1 for definition of roles). If the virtual machine is marked as a
Template in vCenter, it will also be set to Template in NETLAB+ (no selection is
provided in this case).

¢ Runtime Host/Group: Select the physical VMware ESXi host that will run the
virtual machine. The host currently assigned in vCenter is the default choice for
virtual machines that are not marked as templates (master, normal, or persistent
VMs). Template VMs cannot be powered on and therefore cannot be assigned
to a host.

The runtime host should not be changed unless the virtual machine's disk files reside on
a SAN and all physical ESXi hosts have access to the virtual machine disk files.

5. After selecting configuration settings and selecting Import Virtual Machines, the
VMs will be added to the inventory.

6. Select OK to return to the virtual machine inventory.

Wirtual kaching Mame Import Skatus
TestWM 2011 ezl | €D pg

() OK

7. The imported VM is now displayed in the virtual machine inventory.
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Wirtual kMachineg Mame Operating System Fole  |Datacenter |

B TestwM 2011 esxi- YWindows Server 2008 | Mormal tdadl

%Ilmmrt Virtual Machines | IE Exit |

8.4 Virtual Machine Cloning

Cloning virtual machines can save you a substantial amount of setup time if you are
deploying many similar virtual machines. A clone is a copy of a virtual machine. Cloning
a virtual machine creates a copy of a virtual machine, including its settings, any
configured virtual devices, installed software, and other contents of the virtual
machine's disks. You can create, configure and install software on a single virtual
machine, and then clone it multiple times.

After a virtual machine is cloned, the clone can be modified as needed. For example,
you may wish to change the IP address or client name on several cloned virtual
machines. If there is a particular virtual machine configuration that you will want to
clone many times, a good strategy is to create a master VM or template VM. Both roles
designate that the virtual machine is to be used to create other virtual machines. A
master VM can be part of a pod and can be powered on. Atemplate cannot be
powered on or edited, providing a more secure way of preserving a virtual machine
configuration that you intend to deploy many times. A template VM in NETLAB+ is
synonymous with a template VM in vSphere.

A full clone is an independent copy of a virtual machine that shares nothing with the
parent virtual machine after the cloning operation. Ongoing operation of a full clone is
entirely separate from the parent virtual machine.

A linked clone is a virtual machine that shares virtual disks with the parent virtual
machine in an ongoing manner. This conserves disk space and allows multiple virtual
machines to use the same software installation. Linked clones can be created very
quickly because most of the disk is shared with the parent VM.

It is possible to create full clones using the VMware vSphere Client. Keep in mind,
however, that cloning operations in NETLAB+ update both VMware vCenter and
NETLAB+ inventory in one operation.
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8.4.1 Golden Masters and Golden Snapshots

Master virtual machines and templates should be thoroughly tested before making
production clones (full or linked). A master virtual machine (or template) that has been
tested and deemed to be production quality is called a golden master. Linked clones
also require a pristine snapshot that becomes the base disk for linked clones. This
snapshot is called a golden snapshot.

Keep in mind the following important rules about golden snapshots.
1. Updates to the golden snapshot only affect NEW clones (full or linked).

2. Updates to the golden snapshot do not affect EXISTING clones (full or linked).
Since snapshots operate on disk sectors and not individual files, this would lead
to disk corruption and is prevented by vSphere.

It is inevitable that at some point your master VMs will need to be updated, either in
response to a defect or to install new files. When this need arises, you must decide
whether to update existing clones, or create them over again. Since linked clones can
be made very quickly (including pod cloning), it may be easier to simply re-clone from
the updated master VMs. Should you decide to update existing clones, be sure to
create a new snapshot on each clone if the clone is a normal VM that reverts to
snapshot.

8.4.2 Using NETLAB+ to Clone a Single Virtual Machine

NETLAB+ provides a convenient way to clone virtual machines. In order to clone virtual
machines within NETLAB+, you must first create a source virtual machine or template
(see section 7), to be used as the source for the clone. The source virtual machine must
also be registered in the NETLAB+ inventory.

1. Toclone avirtual machine, select the source virtual machine to be cloned in the
NETLAB+ Virtual Machine Inventory. In this example we have a selected a virtual
machine that has been designated a master. Notice also that since this virtual
machine has been assigned to a pod, the pod name and link to the pod
management page are available.

2. Begin the cloning process by selecting the Clone button.

6/29/2012 Page 182 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

Showing ¥YM ICH Maszter ezxi-1

Wirtual kdachine Mame
Operating Syztem
Faole

[ratacenter

Runtime Hoszt

Hozt Group

CPUz

b emary [ME]

Pod 1D
Pod Mame

PC Marne

Farent

Children

Dratacenter Lnigue |dentifier

Dratacenter Storage
Location

Comments

A Edit

EL Remove

[ Exit

6/29/2012

ICh Master esxi-1
Whiwrare ESH()
B haster

tdad
10.0.0.39
n'a

2

22586

1000

Rename |
Change Role |

Tk Master Pod

£le|F

esxi-1

(no parent)
30
A0003557-c060-3e56-0b45-14070ac 1623

[datastore-37-san-3] ICM Master esxi-1/CM Master
esxi-1.vmx

Change virtual machine parameters.

Clone this virtual machine.

Remaove this virtual machine fram the NETLAB+ inventory (and
optionally from the datacenter).

| Return to inventary.
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3. The Clone Virtual Machine screen will be displayed. Select the appropriate

settings for the fields as described below.

Cloning Virtual Machine Generic Pod Master host1

Parent Name
Parent Role

Parent Snapshot

Clone Name

Clone Type

Clone Role

Runtime Host or Group
Datastore

Storage Allocation

Generic Pod Master host1

B Master

Current Snapshot (GOLDEN_MASTER)

POD 1016 client1

@ Linked Clone
Full Clone

o Template
= Master
= Normal

@ EY Persistent

Host 10.0.0.38
datastore-37-san-3

@ On Demand

[=]

-]
-]

Preallocated

show help tips

4 OK Cancel

e Parent Name: The name of the existing parent virtual machine. In this example
we are making a clone of a virtual machine designated as a master. This master
is the parent of the virtual machine.

e ParentRole: The role the parent virtual machine plays in the inventory.

e Parent Snapshot: A snapshot name on the parent virtual machine from which to
base the clone. If this parameter is set, the clone is based on the snapshot point.
This means that the newly created virtual machine will have the same
configuration as the virtual machine at the time the snapshot was taken. If this
property is not set, the clone is based on the virtual machine's current
configuration. Linked cloning requires this parameter to be set to a snapshot.

e Clone Name: The name of the new virtual machine.
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Clone Type: There are two types of clones:

o Linked Clone: A copy of a virtual machine that shares virtual disks with
the parent virtual machine in an ongoing manner. This conserves disk
space and allows multiple virtual machines to use the same software
installation. Linked clones can be created very quickly because most of
the disk is shared with the parent VM.

o Full Clone: Anindependent copy of a virtual machine that shares nothing
with the parent virtual machine after the cloning operation. Ongoing
operation of a full clone is entirely separate from the parent virtual
machine.

Clone Role: Assign the clone to the role it will play in the inventory.

o Template: A pristine virtual machine image used as the basis for cloning
many virtual machines. Template VMs cannot be powered on, modified,
or assigned to pods.

o Master: A virtual machine used as the basis for cloning other virtual
machines. Master VMs can be assigned to pods, modified and powered
on.

o Normal: A virtual machine that can be assigned to a pod. A normal VM
will typically revert to a specified snapshot at the start of alab
reservation.

o Persistent: A virtual machine that can be assigned to a pod and retains
its state between labs. A persistent VM is typically used in conjunction
with Pod Assigner to create long-term personal pods.

Runtime Host: The host server where the virtual machine will run.

Datastore: The VMware datastore that will contain the new VM's virtual disk
files.

Storage Allocation: Indicate the type of storage allocation to be used for the
virtual machine.

o On Demand allocates storage for the new virtual machine as needed; this
favors storage reduction at the expense of decreased write performance.

o Preallocated allocates all storage for the new virtual machine in advance;
this favors better write performance at the expense of increased storage.
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4. Indicate the appropriate selections for each field and then click the Clone button
to initiate the cloning process. The results of the process will be displayed.

@ Virtual machine 'Generic Pod Master host1' was successfully cloned to 'POD 1016
client1'.

|- Return to Inventory |4 | Return to Parent Vil | » Go To Cloned VM

8.5 Assigning Virtual Machines to Pods
The virtual machines residing in the Virtual Machine Inventory must be assigned to an

equipment pod in order to be available to users for scheduled access. Remote PCs are
only available in pods where the network topology indicates the existence of lab PCs.

Pod 2 server clientl

Pod 3 testvm client2

clientl
Pod 1 xpl / s
serverl
Pod 1 xp2 /
Pod 1 server
V'rtl:'al Pod 2 xpl
Pod 2 xp2 \

serverl

In this section, we will discuss the methods that may be used to assign virtual machines
to equipment pods.

1. Select the Equipment Pods administrator option. As an example, we will use a
newly created equipment pod that is designed to include one PC. For details on
creating equipment pods refer to the “Adding New Pods” section of the NETLAB+
Administrator Guide Notice that the type of the PC/VM is indicated as
“ABSENT”. This is the default setting for PCs in new pods.

2. Todisplay the PC settings, select the button to the left of the PC name.
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Pod Management NETLAB+ 2011.R1V.beta.23

Admin administrator

POD 1016 - 5TATUS

PODID POD MAME STATUS ACTIVITY FPOD TYPE
S 2 CLIENT
1016 POD 1016 @ OFFLINE IDLE )
5 1SERVER
POD 1016 - PCs AND SERVERS (click the GO buttons to reconfigure)
GO MNAME PCID STATUS TYPE VM OPERATING SYSTEM
L / client1
:k E_', 4188 OMLINE ABSENT
¢ 1, ciient
3 J clien 4189 OMLINE ABSENT
LK g servert 4190 OMLINE ABSENT

3. Select the option to Modify PC Settings.

PC Configuration

Admin Logout

£l POD 1016 - clienti

Pod ID | 1016
Pod Name PQOD 1016
PC Name | clientl

PC Type ABSENT

; Modify PC Settings & Return to Pod Management

B

Set the PC Type to Use Virtual Machine Inventory. This will allow you to use a
virtual machine defined in the Virtual Machine Inventory (VMI). The other
selections are for backward compatibility with other technologies that do not
integrate with VMI and vCenter.

E7 oD 1016 - clientt

PodID 1016
Pod Hame POD 1016
PC Name client1

PCType ABSENT i~
i ABSENT B
PC Unavailable Message tional)
Use Virtual Machine Inventory )
Vilware ESXi 4.0 (no vCenter) show help tips []

Vilware ESXi 3.5 U3 (no vCenter)
() Update PC Settings 3 Can vigware Server 2.0
Vilware Server 1.0/GSX
STANDALOMNE
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5. Ifyour system includes more than one datacenter, you will be prompted to
select the datacenter where the virtual machine you will be selecting resides.

E% poD 1016 - client

PodiD 1016
Pod Hame POD 1016
PC Name client1

PC Type | Use Virtual Machine Inventory El

SR e Select the datacenter containing the virtual machine you
ant to use.

E =select datacenter= i ~
=select datacenter=

\

3 cancel tdadf

6. Select the virtual machine that you would like to assign to the remote PC.
All virtual machines in your Virtual Machine Inventory that have not been
assigned to a pod will be available for selection.

&7 roD 1016 - clientt

PodID 1016
Pod Name POD 1016
PC Hame client?
FC Type | Use Virtual Machine Inventory El
Base Datacenter |NET|_AB El

EEECAU LG RLE L Select the base virtual machine that will be used for this

]

i <select a virtual machine> iv|

POD 1013 host1 -
POD 1013 host?2

(3 Cancel PCD 1013 host3
POD 1013 hostd ‘

m

POD 1016 client1
POD 1017 2C15 Student 2 client1 i
POD 1017 2C15 Student 2 client2
POD 1017 2C15 Student 2 servert
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7. After selecting a virtual machine from the inventory list, you will set the PC
configuration. Select the settings appropriate for the manner in which you will
use the virtual machine. The PC settings are described below.

&% poD 1016 - client1

Pod ID

Pod Name

PC Name

PC Type

Base Datacenter
Base Virtual Machine
Base Role

Base Snapshot

Shutdown Preference

1016

FPOD 1016

client?

Use Virtual Machine Inventory
NETLAB

POD 1016 client1

£ Persistent VIV

nfa (persistent virtual machine retains state)

L] B[]

Graceful Shutdown from Operating System

L[]

Windows XP

Options [

Guest Operating System

enable remote access to keyboard, video, and mouse
enable remote display auto-configuration

'

¥| enable network auto-configuration

| enable advanced setting auto-configuration
'

enable minimum requirements verification

Admin Status | ONLINE [+

(L Update PC Settings Cancel

e PodID: The NETLAB+ identifier of the pod containing this PC.

e Pod Name: The user-defined name of the pod containing this PC.

e PCName: The name of the PC as defined in the pod design.

e PCType: The setting should remain at Use Virtual Machine Inventory. This
allows you to select a virtual machine defined in the NETLAB+ Virtual Machine
Inventory. The VMI offers the most advanced VM configuration and automation

capabilities available in NETLAB+.

e Base Datacenter: The virtual datacenter that contains the virtual machine to be
used for this PC (unless overridden by a lab).

e Base Virtual Machine: The virtual machine that will be used for this PC.
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Base Role: The pre-assigned role that the base virtual machine playsin the
inventory.

Base Snapshot: The snapshot that will be used to revert the base virtual
machine to a clean state during pod initialization, user initiated scrub action, and
at the end of a lab reservation. This setting does not apply to persistent VMs
because that always retain state.

Shutdown Preference: Select the preferred shutdown sequence if the virtual
machine is still powered on at the end of a lab reservation. If a base snapshot is
configured, it is reverted first. If the virtual machine is still powered on after
reverting to the specified snapshot, the preferred shutdown sequence is
executed. Otherwise, the final power state will be the same as the snapshot
state.

o Graceful Shutdown from Operating System: Perform an orderly
shutdown from the operating system if possible (i.e. VMware Tools is
supported and installed on the VM). This is best setting in most
situations. If an orderly shutdown is not possible, the virtual machine is
powered off.

o Power Off: Powers off the virtual machine. Does not perform an orderly
shutdown.

This option is not recommended for persistent virtual machines as this
may lead to disk corruption.

o Suspend Virtual Machine: Suspend the virtual machine in its current
state. When powered on, it will resume in the same state without
booting.

This option will cause virtual machines memory and page files to be
retained on disk. Significant disk space per VM may be required to
support this option. Network connection state is not preserved.

o Keep Running: The virtual machine is left in the powered on state.

This is rarely desirable since the VM will continue to consume host CPU
and memory resources.
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e Guest Operating System: The operating system running on this virtual machine.

e Options: Enable or disable automated features.

o

Enable remote access to keyboard, video, and mouse: if enabled,
NETLAB+ will allow the virtual machine to be accessed using a built-in
remote PC viewers. Keep this option enabled unless you do not want
users to access the VM; for example, a special server in the pod that
should not be configured by the user.

Enable remote display auto-configuration: if enabled, NETLAB+ will
automatically configure remote display parameters on the VM after a
power on or revert to snapshot operation. This option allows VMs to be
cloned without manual customization of the remote display settings.
Therefore, we recommend you enable this setting and be happy about it.

Enable network auto-configuration: if enabled, NETLAB+ will
automatically bind the virtual machine's network adapters to the correct
port group. This option allows VMs to be cloned without manual
customization of networking bindings. This option is ignored if the pod
type does not support automatic networking. If this setting is disabled
and/or the pod type does not support automatic networking, then the
virtual machine network adapters must be manually bound to the correct
port group(s) using the vSphere client.

Enable advanced setting auto-configuration: if enabled, NETLAB+ will
automatically program advanced virtual machine settings that may be
required for a particular pod type. For example, nested VM support for
the VMware IT Academy program. It is usually safe to enable this option.
It will be ignored if the pod type does not require advanced settings.

Enable minimum requirements verification: if enabled, NETLAB+ will
verify that the current settings of the virtual machine meet or exceed any
minimum requirements established for the remote PC to which it is
assigned. It is usually safe to enable this option. The setting will be
ignored if the pod type does not specify a set of minimum requirements
for the remote PC.

e Admin Status: Set administrative status to ONLINE to enable this PC. You can
temporarily disable this PC by setting the administrative status to OFFLINE.
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8. After updating all PC configuration settings as needed, select Modify PC Settings.
9. After the settings have updated, you may continue to the Pod Page or the PC

page.

@ PC settings updated.

& Show Pod | =i Show PC
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9 Cloning Virtual Machine Pods

The ability to clone entire virtual machine pods is a NETLAB+ feature that greatly
reduces the amount of time needed for setup of your system, when the situation calls
for several identical equipment pods consisting of virtual machines.

Pod cloning may be used to clone pods that consist of virtual machines only. At this
time, it is not possible to clone pods that include hardware lab devices (such as routers
and switches).

NETLAB+ pod cloning supports linked clones. A linked cloneis a virtual machine that
shares virtual disks with the parent virtual machine in an ongoing manner. This
conserves disk space and allows multiple virtual machines to use the same software
installation. The pod cloning utility can create linked clones very quickly because most
of the virtual disk is shared with the parent VM.

There are two basic pod cloning strategies, depending on whether your virtual machines
will be stored on an ESXi host local disk or on a Storage Area Network (SAN). Both
strategies leverage linked clones so that production virtual machine pods can be created
quickly with minimum disk space.

Local Disk Strategy. If your virtual machines are stored on an ESXi server local disk, you
will create one master pod (per pod type) on each ESXi host. Production VMs on each
server will link to their respective master pod VMs. Each host requires a master pod
because Host A cannot access the disks of Host B, and vice-versa.

Host A Local Disk ‘ | - Host B Local Disk

@O
(¢

\

Master Pod Host A Master Pod Host B

VM | VM VM VM VM

VM

Linked
Clones

Linked
Clones
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Storage Area Network Strategy. Only one master pod (per pod type) is required if your
virtual machines are placed on a SAN. Virtual machines in the production pods will link
to the virtual machines in the master pod, regardless of which ESXi host the virtual
machines have been assigned to run on. This is possible because each ESXi host has
access to the storage area network (where all virtual disks reside).

Storage Area Network

Master Pod

VM | VM | VM

Linked
Clones
B @ =)
VM || VM | VM vM || vm | VM VM || VM | VM VM || vM | VM
POD 1 POD 2 POD 3 POD 4
\_ Y @ J

NDG performs all testing on servers with Internal Direct Attached Storage (i.e. RAID
arrays and RAID controllers directly attached to each ESXi host server). This is the
configuration that most academic institutions are likely to find affordable and adopt.
A Storage Area Network (SAN) is a dedicated network that provides access to
consolidated, block level data storage that can be used for disk storage in a VMware
vSphere environment.

Currently NDG does not provide benchmarks, guidance or troubleshooting for SAN
configurations. Our documentation may show an optional SAN in the environment,

however this is not a recommendation or requirement to deploy a SAN.

NDG benchmarks and capacity planning guidance do not account for the additional
latencies introduced by SAN.
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9.1 Golden Masters and Golden Snapshots

Virtual machines in a master pod should be thoroughly tested before pod cloning takes
place (full or linked). A master virtual machine that has been tested and deemed to be
production quality is called a go/den master. Linked clones also require a pristine
snapshot that becomes the base disk for linked clones. This snapshot is called a golden
snapshot.

Keep in mind the following important rules about golden snapshots.
1. Updates to the golden snapshot only affect NEW clones (full or linked).

2. Updates to the golden snapshot do not affect EXISTING clones (full or linked).
Since snapshots operate on disk sectors and not individual files, this would lead
to disk corruption and is prevented by vSphere.

At some point, the VMs in your master pod will need to be updated, either in response
to a defect or to install new files. When this need arises, you must decide whether to
update existing cloned pods, or create them over again. Since linked clones can be
created very quickly, it may be easier to simply re-clone the pod rather than touch every
existing clone pod.

9.2 Creating a Master Pod

The first step in the pod cloning process is to create a master pod. At this time, the pod
type must contain only virtual machines if it is to be cloned using the pod cloning utility.
The following steps are used to create a master pod.

1. Create a new podin NETLAB+ of the desired type. All of the pod VMs will initially
be set to ABSENT.

2. Using the techniques outlined in section 7, build some virtual machines that will

map to each remote PC position for the pod type you are targeting.

a. Eachvirtual machine in the master pod should have its role set to master.
The role can be set when importing a virtual machine or cloning a virtual
machine. You can also change the role of an existing virtual machine to
master.

b. Whether you are storing VMs on an ESXi local disk or SAN, you should
assign the master to run on one of the ESXi hosts so software can be
installed on the VMs and the pod tested as a single functional unit.

Assign your master virtual machines to the new master pod (section 8.5).
4. You may wish to use Pod Assigner at this point to prevent others from

scheduling the pod. You may assign the pod to an instructor account for this

purpose.

w
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5. Many NDG virtual pods support automatic networking. On the other hand, if
you are using a custom built pod or other pod that does not have automatic
networking support, you should make sure the virtual machines network
adapters are bound to the correct networks at this time.

6. Bring the pod online so that it can be tested.

7. Test the master pod.

a. Logintoaninstructor account (use the same account used with pod
assigner in step 3 if applicable).

b. Scheduled lab reservation in NETLAB+ and test the pod thoroughly
including testing all the virtual machines to assure proper configuration.

8. Linked clones in a master pod require a pristine snapshot that becomes the base
disk for your production linked clones. This snapshot is called a golden snapshot.
Once you are very confident that the virtual machines in the master pod are free
of defects, it is time to create a golden snapshot.

a. In most cases, you will want to power down every virtual machine before
taking the golden snapshot, for reasons explained in section 7.7.4. You
can do this from the NETLAB+ action tab or from the vSphere client.

b. Take a snapshot on each master VM using a name such as
GOLDEN_SNAPSHOT. Currently, you must take snapshots using the
vSphere client.

Once each virtual machine in the master pod has a golden snapshot, linked
clones are possible.

9.3 Cloning a Virtual Machine Pod Using Linked Clones

In this section you will learn how clone a master virtual machine pod using linked clones.
Let’s suppose that the master pod is called pod MP1 and we want to create similar
cloned pods called CP1, CP2, CP3, etc. The first time you clone the master MP1 to
create cloned pod CP1, you will need to specify some parameters for each virtual
machine in CP1. NETLAB+ will keep track of the parameters used to clone CP1. You can
then instruct NETLAB+ to "create a CP2 pod like CP1" by cloning from CP1 instead of
MP1.

In our first example, we will make clone the master pod for the first time (MP1 to CP1).

The 3 virtual machines are master VMs with a golden snapshot. Recall that a golden
snapshot on master VM is required to create linked clones.
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Pod Management

NETLAB+ 2011.R1V.beta 23|

Admin

administrator
POD 1020 - STATUS
POD ID POD NAME STATUS ACTIVITY POD TYPE
B8 2 CLIENT
1020 2C1S Host A Master 1020 @ OFFLINE IDLE —
3 1SERVER

POD 1020 - PCs AMD SERVERS (click the GO buttons to reconfigure)

GO MNAME PCID STATUS TYPE VM OPERATING SYSTEM
')‘ .E_l. client1 4191 OMLINE Host A Master client1 Windows XP
')‘ .E_l, client2 41982 OMNLIMNE Host A Master client2 Windows XP
')‘ g server! 4193 OMNLINE Host A Master servert Windows XP

Pod 1020 -- Management Options

<> Online Bring this pod OMNLINE and make it available for reservations.
A Test Tell me if this pod is working properly.
I [_ | Clone Create a new pod based on the settings of this pod.
" Rename Rename this pod.
== Delete Remove this pod from NETLAB.

<3 Back to Previous Page

If the clone button appears on the pod management screen, the pod can be cloned. If
the clone button does not appear, the pod is not eligible for cloning (i.e. it contains real
equipment, or contains VMs that do not use the NETLAB+ inventory).

1. We begin the pod cloning process by clicking the Clone button.
2. Select a numeric ID for the new pod and click Next.

Select an ID for the new pod...

Source Pod ID

Source Pod Name

Hew Pod Type
New Pod ID

&> Next

1020
2C1S Host A Master 1020

NDG 2 Client/ 1 Server Pod

1021 | |

Cancel

3. Specify a unique descriptive name for the new pod and click Next.

Select an ID for the new pod...

Source Pod ID

Source Pod Hame

New Pod Type
New Pod ID

Hew Pod Name
& Next

6/29/2012

£a Previous

1020

2C1S Host A Master 1020
NDG 2 Client / 1 Server Pod
1021

|2C1S Host A Pod 1021

Cancel
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4. The pod cloning parameter form appears.

Source Pod ID 1020
Source Pod Hame 2C13 Host A Master 1020

New Pod Type MDG 2 Client / 1 Server Pod
Hew Pod ID 1021
New Pod Hame 2C135 Host A Pod 1021

PC Mame| Source Virtual Machine Source Snapshot =p Clone Mame Clone Type | Clone Role Runtime Host Clone Datastore IStorage Allocation

cient!  |[HostAMaster client! |+ | GOLDEN_SNAPSHOT [+ ] |5V &= &Y [Linked [=]|| Persistent [+] [ Host 10.0.0.28 [+] | datastore-37-san-3+] | on Demand [+]
client2  |[HostAMaster client2 [+] | GOLDEN_SNAPSHOT [+] | &) @ & [Linked [+] [ Persistent [+ [ Host 10.0.0.38 [+] [ datastore-37-san-J~] | On Demand [+]
senver!  |[HostAMaster servert [=] | GOLDEN_SNAPSHOT [+ ] [ 51 &= Y [Linked [=] | Persistent [+] [ Host 10.0.0.38 [+] | datastore-37-san-g +| | on Demand [+]

(4 Clone Pod <a Previous | | [£3 Cancel

5. Verify that each source virtual machine is set to the correct master virtual
machine.

6. Verify that each source snapshot is set to the golden snapshot.

Set each clone type to Linked.

8. Settherole to Normal or Persistent. Use normal if the VMs will revert to a
snapshot to reset state. Use persistent if the VMs will retain state between lab
reservations.

9. Set each runtime host to the ESXi server where each VM will run. This should be
set to the same host containing the master VMs unless your VMs are located
on a SAN. If using a SAN, you can change the value as desired.

10. Set the datastore that will be used to store the new VMs. This datastore must be
accessible to the runtime host.

11. Verify that the Storage Allocation setting is set to On Demand.

12. Click Next to start the cloning process.

N

Clone Pod

Admin Logout

Mew Pod ID MNew Pod Mame Mew Pod Type Pod Clone Progress Total Errors Total Warnings
1021 2C1S Host A Pod 1021 NDG 2 Client / 1 Server Pod DONE 0 0
PC Mame Virual Machine Name | Progress Motifications

_ ] " Cloned virtual machine.
clientl |Pod 1021 clientl DONE ) ]
«" Attached virtual machine to pod.

) ] +" Cloned virtual machine.
client2 |Pod 1021 client2 DONE ) ]
«" Attached virtual machine to pod.

«" Cloned virtual machine.
serverl |Pod 1021 serverl # DONE ) ]
«" Attached virtual machine to pod.

(4 OK
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9.4 Tasks to Perform After Pod Cloning
Here are some additional tasks that may be required after pod cloning.

e [f you want to restrict access to the new pod, use the Pod Assignment utility.
This is often the case with persistent pods where you want to assign virtual
machines to a student or team for a long period of time.

e Ifthe pod contains normal VMs that should revert to snapshot, take a snapshot
of each new VM using the vSphere client. Make sure each remote PCis set to
revert to this snapshot.

e If the virtual pod does not support automatic networking, be sure to bind each
VM to the proper port group using the vSphere client. If your VMs will revert to
a snapshot, be sure your snapshot is taken after this binding is made.

When you are finished with all tasks, do not forget to bring the pod online, otherwise it
will not appear in the scheduler.

9.5 Saving Time on Subsequent Pod Cloning

In our last example, we cloned the master pod (MP1) for the first time. We had to
change several parameters on the pod cloning form to produce the cloned pod (CP1).
You could produce a second and third pod (CP2 & CP3) by cloning MP1 repeatedly.
However, you will have to make the same form changes again and again.

A more efficient way to produce CP2 and CP3 is to clone pod CP1. When NETLAB+ sees
that CP1 is based on linked clones, it will assume you want to create a similar pod using
linked clones based on the same master VMs. The default values will be the same as
those you set for CP1, eliminating the need for changes. In most cases, you can click the
Clone Pod button without form changes and NETLAB+ will produce the correct result.
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9.6 Creating a Full Clone of a Virtual Machine Equipment Pod

You can also use the pod cloning utility to create new pods that are full clones of the
original. A full cloneis an independent copy of a virtual machine that shares nothing
with the parent virtual machine after the cloning operation. Ongoing operation of a full
clone is entirely separate from the parent virtual machine.

The pod cloning procedure for full clones is similar to linked clones (see section 9.3).
Only the VM cloning parameters will change.

Source Pod ID 1020
Source Pod Name 2C15 Host A Master 1020

New Pod Type NDG 2 Client / 1 Server Pod

Hew Pod ID 1030

Hew Pod Name 2C15 Host B Master 1030

Source Virtual Machine Source Snapshot =5 Clone Mame Clone Type| Clone Role |Runtime Host or Group Clone Datastore

Host A Master clientt [=][GOLDEN_sNAPSHOT [+ ™[ ™ [HostBMaster 1030 clientt || Full [+|| Master  [+]|[Host10.0.0.38[+] || datastare-37-san-3+]
Host A Master client2 [=]|[ GOLDEN_SNAPSHOT [=] =L =|[HostB Master 1030 client2 || Full [« master  [+]|[Host10.0.0.38 [+] | datastore-37-san-3=]

HostAMasterserver!  |+|GOLDEN_SNAPSHOT [+ BV [ BV [ HostB Master 1020 servert || Fun [+]| Master  [+]|[Host10.0.038 [+] | datastore-37-san-3+|

(4 Clone Pod | | ¢a Previous Cancel

1. Set each Clone Type to Full.

2. Specify a source snapshot to be used as the starting point of each cloned VM.

You may also select Current State to clone the current disk state of the parent

VM.

Specify the role of each new VM.

4, Select the runtime host for each new VM. Since you are making a full copy of
each VM, you are free to choose a different runtime host.

5. After selecting the runtime hosts, select the datastores where the new VMs will
reside.

6. Click the Clone Pod button.

w

9.7 Creating Pods that Run on a Multiple VMware ESXi Hosts

Virtual machines are assigned to run on a specific ESXi host. Virtual machines in the
same pod should typically be assigned to the same host to simplify networking; this is
required for NDG pods that support automatic networking.

To leverage the compute power of multiple ESXi hosts, you can place pods on each host
so that the load will balance on average. When working with multiple ESXi hosts, your
pod cloning strategy will depend on whether your virtual machines are stored on an
ESXi host local disk or on a Storage Area Network (SAN).
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Local Disk Pod Cloning Strategy. Refer to the diagram below. If your virtual machines
are stored on an ESXi server local disk, you will create one master pod (per pod type) on
each ESXi host (MPA and MPB). Production pods on each server will link to their
respective master pod VMs. Each host requires a master pod because Host A cannot
access the disks of Host B, and vice-versa.

| @7 HostA Local Disk | ' 7 HostB Local Disk

o =

VM | VM | VM

Linked Linked
Clones Clones

VM VM | VM VM | VM VM VM | VM | VM VM VM VM

POD CPAl POD CPA2 POD CPB1 POD CPB2

The local disk pod cloning strategy is played by using the following moves.

1. Create master pod MPA on host A.

Create the first host A production pod CPA1 using linked clones (per section 9.3).

3. Create additional host A production pods CPA2, CPA3, and so on. Use CPA1 as
the source pod to save time (per section 9.4).

4, Test your production pods thoroughly on host A before moving on to Host B.

5. Create master pod MPB on host B by performing a full pod clone of master pod
MPA on host A. (per section 9.6).

6. Create the first host B production pod CPB1 using linked clones (per section 9.3).

7. Create additional host B production pods CPB2, CPB3, and so on. Use CPB1 as
the source pod to save time (per section 9.4).

g

6/29/2012 Page 201 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

Storage Area Network Pod Cloning Strategy. Refer to the diagram below. Only one
master pod (per pod type) is required if your virtual machines are placed on a SAN.
Virtual machines in the production pods will link to the virtual machines in the master
pod, regardless of which ESXi host the virtual machines have been assigned to run on.
This is possible because each ESXi host has access to the storage area network (where
all virtual disks reside). The only difference between the production pods is the ESXi
host their virtual machines will run on.

Storage Area Network

Master Pod (MPX)

VM

VM | VM

Linked
Clones

B R

VM | VM | VM VM | VM || VM VM | VM | VM VM | VM || VM
POD CPAl1l POD CPA2 POD CPB1 POD CPB2

VM‘.V

The SAN pod cloning strategy is played using the following moves.

1. Create a master pod MPX. Assign it to Host A.

Create the first host A production pod CPA1 using linked clones (per section 9.3).

3. Create additional host A production pods CPA2, CPA3, and so on. Use CPA1 as
the source pod to save time (per section 9.4).

4. Create the first host B production pod CPB1 using linked clones (per section 9.3).
This time, change each VM's Runtime Host to Host B.

5. Create additional host B production pods CPB2, CPB3, and so on. Use CPB1 as
the source pod to save time (per section 9.4).

N

6/29/2012 Page 202 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

10 Virtual Machine Operations

This section describes common virtual machines operations and how they should be
performed in the NETLAB+ environment.

The following table summarizes which operations can currently be performed in
NETLAB+ and which operations must be performed using the vSphere client. This table
may change in future versions of NETLAB+.

Operation Perform Using See Section

Create Virtual Machines From Scratch vSphere Client 7.2
Take Virtual Machine Snapshots vSphere Client 7.7
Create Port Groups for Real Equipment Pods vSphere Client 5.4.3
Create Port Groups for NDG Virtual Machine Pods NETLAB+ (automatic) 11

Clone Individual VMs NETLAB+ 8.4
Clone Entire Virtual Machine Pods NETLAB+ 9

Delete All Virtual Machines in a Pod NETLAB+ 10.1
Delete Individual Virtual Machines NETLAB+ 10.2
Change Virtual Machine Name NETLAB+ 10.3
Change Virtual Machine Role NETLAB+ 104
Migrate Virtual Machine to a Different ESXi Host vSphere Client 10.5
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10.1 Delete All Virtual Machines in a Pod

If a pod contains virtual machines that reside in the inventory, you will have the option
to delete those virtual machines in one operation.

Pod Management NETLAB+ 2011.R1V.beta.23
Admin administrator
POD 1016 - STATUS
POD ID POD NAME STATUS ACTIVITY POD TYPE
B= 2 CLIENT
1016 POD 1016 @ OFFLINE IDLE -
3 1SERVER
POD 1016 - PCs AND SERVE ck the GO buttons to reconfigure)
GO NAME PCID STATUS TYPE / VM OPERATING SYSTEM
J lignt1
Q l:_l clien 4188 OMLINE ABSEMT
Q I:_I client2 4189 OMLINE ABSENT
Q g servert 4190 OMLINE ABSEMT

Pod 1016 -- Management Options

4 Online Bring this pod ONLINE and make it available for reservations.
Ap Test Tell me if this pod is working properly.

|: | Clone Create a new pod based on the settings of this pod.

i Rename Rename this pod.

== Delete Remove this pod from NETLAB.

Delete Pod

Admin Logout

You are about to delete pod 1021.

If you would also like to delete the virtual machines in this pod, please choose a deletion option. This
option will apply to all virtual machines in the pod.

© Do not delete any VMs (they will remain in the NETLAB+ inventory)

© Remove VMs from NETLAB+ inventory only (VMs remains in datacenter)

) Remove VMs from NETLAB+ inventory and datacenter (VM files not deleted from disk)

@ Remove VMs from NETLAB+ inventory, datacenter, AND delete unshared VM files from disk

Warning: deleting virtual machines from disk cannot be undone!

() Delete Pod [ cancel
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You may choose one of four options. The option will apply to all VMs in the pod.

Delete Virtual Machines From

Option NETLAB+ vCenter Disk
Inventory Datacenter

Do not delete any VMs No No No
Remove VMs from NETLAB+ Inventory Yes No No
Remove VMs from NETLAB+ Inventory and Yes Yes No
datacenter
Remove VMs from NETLAB+ inventory, Yes Yes Yes
datacenter, AND delete unshared VM filed from
disk

Before deleting virtual machines, NETLAB+ will make sure the VMs are powered down.
Any automatic networks associated with the pod will also be deleted.

The option to delete virtual machines from disk cannot be undone.

10.2  Deleting Individual Virtual Machines
Use NETLAB+ to delete a virtual machine that is registered in the NETLAB+ inventory.
This will remove the virtual machine from NETLAB+ and optionally from the vCenter

Datacenter and/or disk.

NETLAB+ will not allow an individual virtual machine to be deleted if any the following
conditions are true.

e The virtual machineis assigned to a pod. You must first set the remote PC for
which it is assigned to ABSENT to remove the association.

e A master virtual machine that is referenced by linked clones. This is to ensure
that there is an ongoing record of the parent/child relationship.

Do not use the vSphere client to delete a virtual machine that is registered in the
NETLAB+ inventory. This will cause the virtual machine to become orphaned.
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Use the following procedure to delete an individual virtual machine.

1. From the administrator account, select Virtual Machine Infrastructure.
2. Select Virtual Machine Inventory.
3. Select the VM you wish to delete from the inventory.
Admin Logout
Virtual Machine Name | Empty XP VI 1 Rename
Operating System | \Windows XP
Role | = Normal Change Role
Datacenter [ NETLAB
Runtime Host | 10.0.0.38
Host Group | n/a
CPUs |1
Memory (MB) | 256
| Pod ID | (VM is not assigned to a pod) |
Parent | (no parent)
[children |0 |
Datacenter Unique Identifier 5027288b-fa22-ab8a-abd0-c5209e0cbb37
Datacenter Storage Location | [datastore-37-san-3] Empty XP VM 1/Empty XP VI 1.vmx
Comments
} Edit Change virtual machine parameters.
[ Clone Clone this virtual machine.
I &L Remove Remove this virtual machine from the NETLAB+ inventory (and optionally from the datacenter}_l
Exit Retumn to inventory.
4. Check the pod id and verify the VM is not assigned to a pod. NETLAB+ will not
proceed if the VM is assigned to a pod.
5. Verify the number of childrenis 0. NETLAB+ will not proceed if this virtual
machine is the parent of linked virtual machine.
6. Click the Remove button.
7. Select the extent of the deletion. If you choose to delete unshared VM files from

disk (third option), the VM disk files are erased and cannot be restored.

| Remove virtual machine 'Empty XP VM 1' ?

© Remove WM from NETLAB+ inventory only (VM remains in datacenter)
© Remove WM from NETLAB+ inventory and datacenter (VM files not deleted from disk)
@ Remove VM from NETLAB+ inventory, datacenter, AND delete unshared VM files from disk

() OK Cancel

8. Click OK to proceed.
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10.3 Changing the Name of a Virtual Machine

Use NETLAB+ to change the name of a virtual machine that is registered in the NETLAB+
inventory. This will ensure that the virtual machine will be named the same in both
NETLAB+ and vCenter.

1. From the administrator account, select Virtual Machine Infrastructure.
2. Select Virtual Machine Inventory.

3. Select the VM you wish to rename from the inventory.

4, Click the Rename button.

Showing VM Empty XP VM 1
Virtual Machine Name | Empty XP VId 1
Operating System | Windows XP
Role | &8 MNarmal Change Role
Datacenter NETLAB
Runtime Host | 10.0.0.38
Host Group | n/a
CPUs |1
Memory (MB) | 256
Pod ID | {VM is not assigned to a pod)
Parent | (no parent)
Children |0
Datacenter Unique Ildentifier | 5027288b-fa22-ab8a-a6d0-c5209e0chbb37

Datacenter Storage Location |[datastore-37-san-3] Empty XP VM 1/Empty XP VM 1 vmx
Comments

5. Provide a new name for the virtual machine. This name must be unique in both
the NETLAB+ inventory and in vCenter.

Rename Virtual Machine

Current Name Empty XP VM 1

New Name | Be Happy About [T

() OK Cancel

6. Click OK to complete the rename operation.
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10.4

Changing the Role of a Virtual Machine

The role of a virtual machine is specific to NETLAB+ and changed using NETLAB+.

PwNE

From the administrator account, select Virtual Machine Infrastructure.
Select Virtual Machine Inventory.

Select the VM whose role you wish to change from the inventory.

Click the Change Role button.

Showing VM Empty XP VM 1

Virtual Machine Name
Operating System
Role

Datacenter

Runtime Host

Host Group

CPUs

Memory (MB)

Pod ID

Parent

Children

Datacenter Unique Identifier

Datacenter Storage Location
Comments

Rename

Change Role

Empty XP VI 1

Windows XP

= Normal

NETLAB

10.0.0.38

nia

1

256

(VM is not assigned to a pod)
(no parent)

0
5027288b-fa22-ab8a-a6d0-c5209e0cbb37
[datastore-37-san-3] Empty XP VM 1/Empty XP VM 1 vmx

5. Select the new role of the virtual machine.

Change Virtual Machine Role

Virtual Machine Name Empty XP VM 1
Current Role = Normal

New Role | @ EY Peargistent
O B [aster
© & Template
(2 0K Cancel

If the new role is set to Template, the virtual machine will also be marked as a Template
in vCenter, and any ESXi host association will be lost. If the virtual machine is assigned
to a pod, NETLAB+ will not allow the role to be changed to Template.
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6. Ifthe current roleis Template, you must also specify a target runtime host for
the virtual machine. This is because non-template VMs are associated with a
runtime host. The virtual machine will be set to run on the target host and will
no longer be marked as a template in vCenter.

Change Virtual Machine Role

Virtual Machine Hame 2010120613 ICM 4.1 Template vclient no-Win-inst
CurrentRole © - Template
NewRole | @ EI pormal
O B Persistent
0 = Master

TargetHost © 10.0.0.36 §‘|

10.0.0.36
10.0.0.38 show help tips []

&) OK Cancel

7. Click OK to complete the role change.

10.5 Migrating a Virtual Machine to a Different ESXi Host

Each virtual machine (other than template VMs) is assigned to a runtime ESXi host in
both NETLAB+ and vCenter. The runtime host is the ESXi server where the virtual
machine will execute when powered on.

Migration is the process of moving a virtual machine from one ESXi host to another.
This may involve moving the virtual machine disk files from one host to another if the
files are located on an ESXi host local disk.

Do not use the vSphere client to migrate a virtual machine if the virtual machine is
registered in the NETLAB+ inventory. This will create a discrepancy between NETLAB+
and vCenter. You should first unregister the host from the NETLAB+ inventory before
migration using vCenter.

At the current time, NETLAB+ does not provide a migration facility. If you absolutely
must change the runtime host of a virtual machine, you can follow the following
procedure.

1. Unregister the host from the NETLAB+ inventory.
a. Ifthe VM is assigned to a pod, you will need to set the corresponding
remote PC to ABSENT.
b. Select the VM from the Virtual Machine Inventory.
Click remove.
d. Select "Remove VM from NETLAB+ inventory only."

o
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2. Perform the migrate operation using the vSphere client. A wizard will guide you
through the process.

-
(&) VCENTER - vwSphere Client

File Edit View Inventory Administraticn Plug-ins Help

Q E ¢y Home p gf Inventory b [Fl Hostsand Cl

N

WCENTER

B [y NETLAB

B 100036
= [{ 10.0.038

5 BackTrack Master
G Backtrack Pod 2 Standalone PC

5 BackTrack Podl

Hh BT4-R1

Gh Empty XP VM 1

-~

{5h [Empty XP VM=

B Generic Pod Power 3
G Generic Pod Guest 5
E Generic Pod Snapshot »
Generic Pod
5h Generic Pod ¥  OpenConsole
B Host A Maste G Edit Settings..
5h Host A Mastg -
- Migrate...
i Host A Masi |E@ []E1 |

3. Re-import the virtual machine back into NETLAB+ if desired.
4. Assign the virtual machine to a pod if desired.

Remember, do not perform the migrate operation on a virtual machine that is currently
registered in the NETLAB+ inventory.
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11 Using NDG Automated Pods

NDG provides many standard topologies that support special automation for virtual
machines. Pods using these topologies are created using the techniques described
earlier in this guide.

The automation described in this section requires VMware vCenter and the NETLAB+
Virtual Machine Inventory features as described in this guide.

11.1  NDG Virtual Machine Topologies
NDG standard topologies that contain only virtual machines can be replicated and
deployed very quickly using a combination of pod cloning, automatic networking and

automatic remote display setup features.

The list of NDG automated virtual machine topologies includes:

e 25 automated client/server pods for General IT usage. For details see
http://www.netdevgroup.com/content/generalit

e Anautomated topology for CNSS 4011 cyber security. For details see
http://www.netdevgroup.com/content/cybersecurity/topologies

e Anautomated topology for the VMware IT Academy Install, Configure, Manage
course. This pod is available to member organizations of the VMware IT
Academy. For details see: http://www.netdevgroup.com/content/vmita
and the pod specific guide in the NDG Lab Resource Center for VMware IT
Academy.

Once production pods are created using the pod cloning utility, they are ready to go.
When an automated pod is scheduled and lab reservation begins, the following
automation takes place:

e NETLAB+ will automatically create virtual switches and port groups required for
the pod.

e NETLAB+ will bind the virtual network adapters of each VM to the correct port
group.

e NETLAB+ will configure remote display parameters automatically.

When the lab reservation is over, NETLAB+ will tear down the virtual switches and port
groups created for the pod to free resources on the host.
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11.2 NDG Real Equipment Topologies

As of NETLAB+ version 2011.R2, automatic networking and automatic remote display
setup is supported on the following topologies:

e Multi-purpose Academy Pod (MAP)
e Cuatro Router Pod (CRP)

e Cuatro Switch Pod (CSP)

e LAN Switching Pod (LSP)

e Network Security Pod (NSP)

e Basic Router Pod Version 2 (BRPv2)
e Basic Switch Pod Version 2 (BSPv2)

When a pod is scheduled and lab reservation begins, the following automation takes
place:

e NETLAB+ will automatically calculate the control switch VLANs that are required
for the pod.

e NETLAB+ will automatically create VLAN based port groups on the virtual
machine host's inside virtual switch.

e NETLAB+ will bind the virtual network adapters of each VM to the correct port
group.

e NETLAB+ will configure remote display parameters automatically.

When the lab reservation is over, NETLAB+ will tear down the port groups created for
the pod to free resources on the host.

For automatic networking on real equipment pods, you must setup the inside virtual
switch on each ESXi host (section 5.4). You must also provide the name of the virtual
switch in the NETLAB+ virtual machine host setup (section 5.6). Automatic networking
will not occur if these tasks are not performed.

6/29/2012 Page 212 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

11.3  Setting the Local System ID When Using Multiple NETLAB+ Systems

If you have more than one NETLAB+ system, particularly if they access a common
VMware vCenter and/or ESXi host systems, it is necessary to set the System Local ID of
your NETLAB+ systems so that each NETLAB+ system is uniquely identified. This is
necessary in order to support pod automation as described in the previous section. If
you only have one NETLAB+ system, using default value '001' is sufficient.

System Wide Virtualization Settings are accessed from the Virtual Machine
Infrastructure administrator option.

System-wide Virtualization Settings

Admin Logout

YWiew and update system-wide virtualization settings.

System Lot:la[:

showe help tips [

(J OK | | 3 cancel
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Appendix A Manual Network Setup and Troubleshooting

Since NETLAB+ version 2011.R2, automatic networking is supported on most pod types
supplied by NDG. This appendix provides manual network setup and troubleshooting
guidance. Manual network setup is only required when:

e You are working with a custom pod.

e You are using an older NDG pod design that does not support automatic
networking.

e You have disabled automatic networking features on a pod and/or remote PC so
that you can have manual control over network creation and binding.

Appendix A.1 Creating Inside VLANs that Connect to Real Equipment
This section discusses the configuration of networks to communicate between virtual
machines and real lab devices in the topology. You can skip this section you are using an

NDG pod design that supports automatic networking.

Refer to the numbers in the diagram below in the discussion that follows.

or—=_| O =
-

ESXi Host Control Real Equipment
Switch Pod
Kernel Port vSwitch D @
-
169.254.0.24X l } g
-
Portgroup D
VLAN 100
- Inside D
vm .
o % Physical
NIC D
(O O
Portgroup s»
VLAN 101 e 802.1q
- 169.254.0.253
B vCenter Server
[7) gwn.%_ @)
0. =
169.254.0.254 -

169.254.1.1 )

Virtual machines [7] running on an ESXi host talk to real equipment pods [12] using port
groups [6], the inside virtual switch [3] and control switches [9]. Inside networking is
always used for this purpose. Inthe last two sections (5.4.1 and 5.4.2), you established
an inside network connection and configured 802.1q VLAN trunking on the link
connecting to your control switch [8].
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A real equipment pod may have one or more networks. 802.1q virtual LANs (VLANs) are
the glue that binds virtual machines [7] and real equipment [12] with the proper pod
networks. A unique set of VLAN identifiers for each pod is automatically allocated by
NETLAB+ and programmed into the control switches [9] by NETLAB+ when the pod is
created. Port groups [6] are assigned to a specific VLAN ID, thereby allowing virtual
machine network adapters [5] to be placed in a specific VLAN. Determining the correct
VLAN numbers to use is explained in the next section.

It is advantageous to create port groups [6] before creating virtual machines [7]. By
doing so, you will be able to bind the virtual machine to the proper port group/VLAN
during virtual machine creation. Alternatively, you may place your virtual machine on a
safe staging network (see section 5.5) and create port groups at a later time.

The following subsections describe this process, using the Multi-purpose Academy Pod
(MAP) as an example. The MAP pod type was chosen because it supports over 200
Cisco Networking Academy labs and is the most widely deployed pod type used today.

The following sections assume you have successfully established and tested inside
networking as described in the previous sections.

Appendix A.1.1 Creating a Real Equipment Pod

Creating a real equipment pod in NETLAB+ should be done first. This will automatically
generate the required number of VLANSs for the selected pod type, and add those VLANs
to the control switches. This should be done before ESXi host networking is configured.

Login to the NETLAB+ administrator account.

Select Equipment Pods.

Click the Add a Pod button at the bottom of the page.

Select the desired pod type. Only pod types that use both real lab equipment
and remote PCs are relevant to this section. Our examples use the Multi-
purpose Academy Pod, which contains 3 routers, 3 switches, and 3 remote PCs.
10. Complete the New Pod Wizard. Please refer to the NETLAB+ Administrator
Guide, NDG website pod specific web pages, and NDG pod guides for pod
specific installation instructions.

© 0N

After the pod is created, you will be placed in the Pod Management page. You will
notice that all virtual machines are initially ABSENT. You will add virtual machines to the
pod later.
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Appendix A.1.2 Determining the Base VLAN and VLAN Pool

A unique set of VLAN identifiers for each pod is automatically allocated by NETLAB+ and
programmed into the control switches by NETLAB+ when the pod is created. To place
virtual machines in the correct VLAN, you must know the range of VLANs used by the
pod. Thisis shown on the Pod Management page control switch table. In the example
below, the VLAN range (pool) is 110 to 117. The first (base) VLAN is 110. Each pod
containing real equipment will have a unique base VLAN and pool. The size of the pool
depends on the pod type.

Pod Management NETLAB=+ 2011.R1V.beta.21
Admin administrator

POD 2 - STATUS

PCD I POD NAME STATUS ACTWITY POD TYPE
i\. MULTI-PURPOSE
2 POD 2 @ OFFLINE IDLE ei)e ACADEMYPOD

-4 3 Routers, 3 Switches

POD 2 - ROUTERS, SWITCHES, AND FIREWALLS (click on the GO buttons to reconfigure devices)

GO NAME TYPE ESEEESS a?c gw_[i:gt’ SOFTWARE IMAGE
C% q‘ R Cisco 2801/2811 (S0M/x) E LINE 1 S0OD 3 QUTLET 1 nia
% a‘ RZ2 |Cisco 1841 (S0iM/x) E LINE 2 500 3 OUTLET 2 nia
C% q R3 |Cisco 2801/2811 (S0i1/x) E LINE 3 S0D 3 OUTLET 3 nia
Q :: 51 |Cisco 3550-24 EMI EE LinE 4 SO0 3 OUTLET 4 nia
C% :::: 52 | Cizco 2950T-24 (El) E LINE & S0D 3 OUTLET & nia
Ck ::: 53 |Cisco 3550-24 EMI E LINE & S0D 3 OUTLET & nia

POD 2 - PCs AND SERVERS (click the GO buttons to reconfigure)
GO NAKME PC D STATUS TYPE { VM OPERATING 3 STEM

Ck g_!' PC A 4173 ONLINE ABSENT

Ck g_!' PCB 4174 OMNLINE ABSENT

Ck 7;_!‘ PCC 4175 ONLINE ABSENT

POD 2 - CONTROL SWITCH

SWITCH ID POD PORT RANGE BASE WLAN VLAN POOL

==
=
—I 1-8 110 110-117

The NDG pod specific documentation and pod specific web pages for Cisco Netacad
content show the VLAN offset for each virtual machine. To determine the actual VLAN
IDs that will be used by virtual machines, simply add the VLAN offsets to the base VLAN
for the pod you are configuring.

The Multi-purpose Academy Pod now supports automatic networking. These
calculations and configuration tasks described here are for example purposes.
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The following table shows the VLAN offsets for a Multipurpose Academy Pod (source:
NDG website).

Windows XP Student PC, client activities
PCB Windows XP Student PC, client activities +1
PCC Windows XP Student PC, client activities +3

To determine the actual VLAN ID for each virtual machine, add the VLAN offset of each
PC to the base VLAN of the pod.

| SEm LT e an
PCA 110 + 0 = 110
PCB 110 + 1 = 111
PCC 110 + 3 = 113

You will notice that only 3 of 8 VLANs in the MAP pod's VLAN pool are used by virtual
machines. The other 5 are used for communication between real equipment.

When working with VLANs for remote PCs, it is important to remember:

e Asetof unique VLAN IDs is created by NETLAB+ if and only if the pod type
supports real lab equipment and connects to a control switch. If the pod type
only contains virtual machines, no VLANs are generated for the pod. VLANs on
the control switches are automatically created and maintained as needed by
NETLAB+; do not manage the switch VLAN database manually.

e Each pod type may use different VLAN offsets for PCs. Use the NDG pod specific
documentation or web pages to determine the VLAN offsets for the specific type

of pod type you are deploying.

e The actual VLAN ID for a remote PC is computed by adding the VLAN offset for
the pod type, to the base VLAN of the actual pod.

e Since each real equipment pod will always have a unique base VLAN, the remote
PCs in each real equipment pod will always have unique VLAN IDs as well.
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Appendix A.1.3 Creating Port Groups for Pod VLANs on the Inside Network

Once you have determined the actual VLAN numbers used by real equipment pods for
remote PCs, you can create the corresponding port groups on the inside vSwitch. In our
MAP pod example we determined that VLAN 110, 111, and 113 were used for the 3
remote PCs. Therefore, 3 port groups will be created and tagged with VLAN 110, 111,
and 113 respectively. Of the 8 VLANSs reserved for the pod, only 3 VLANs will carry
virtual machine traffic. Therefore, only 3 port groups are created.

Virtual machines are assigned to run a specific ESXi host. Therefore, it is not necessary
to create the same inside port groups on every ESXi host. For example, if our MAP Pod
with pod ID 2 has virtual machines that are assigned to ESXi Host A, you only need to
create port groups for VLANs 110, 111, and 133 on Host A. You do not need to create
port group VLANs 110, 111, and 133 on ESXi Host B because those VLANs are exclusive
to MAP Pod 2 on host A.

The following procedure is used to create a single port group for a pod VLAN on the
inside vSwitch. The process is repeated for each pod VLAN, but only on the ESXi host
where the virtual machines will run.

1. Loginto vCenter using the vSphere client.

2. Navigate to Home > Inventory > Hosts and Clusters.

3. Click on the ESXi host where the pod's virtual machines will run.

4. Click on the Configuration tab.

5. Click on Networking in the Hardware group box.

6. Click on the Virtual Switch view button if not already selected.

7. Click Properties on the INSIDE vSwitch. The inside vSwitch is the one that is
connected to the control switch (typically vSwitchO if single homed, vSwitch1 if
dual homed).

r@VCENTER-vSphereCIient 1 [ [ |
File Edit View Inventory Administration Plug-ins Help
E E |Q Home b gf Inventory b [Ff) Hosts and Clustersl 2 67 = Search Inventory =}
B [ :‘-'ICE:;E;B 10.0.0.38 VMware ESXi, 4.0.0, 208167
= E 10.0.0.36 Getting Started | Summary ' Virtual Machines ' Resource Allocation ' Performance Tasks & Events ' Alarms ' Permissions |
g 10_030_33 Hardware View: Distributed Virtual Switch
Processors Networking 6 Refresh  Add Metworking... Properties...
Memoary
Storage e —— it
R 5 Virtua.l Switch: vSwitchd Remave...
Storage Adapters Virtu achine Port Group Physicz 4:5:’.5"5
Network Adzpters =} T?.A .up.‘u.u NET Q. o BB vmnico Aooo Full |03
Advanced Settings P §
;i 7 Managementietvork @ 7 gelact the INSIDE vSwitch  |=
Software vmkd : 10.0.0.38
Licensed Features
Time Configuration Virtual Switch: vSwitch1 Remove...
DMS and Routing WMkemel Port Physical Adapters
Power Management L1 WMkernel e o BF vmnicl 100 Full |3 m
Virtual Machine Startup/Shutdown vmkl: 169.2340.241
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8. Atthe vSwitch properties page will appear, click the Add button.

-
@ vSwitch Properties

o5 [ |

Ports |Netw0rk Adapters I

Configuration

| Summary

| —wSwitch Properties

It vswitch

56 Ports

| Mumber of Ports: 56

g Management Net... VMotion andIP ...

—Default Polides

Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept

Traffic Shaping
Average Bandwidth: -
Peak Bandwidth: =
Burst Size: =

Failover and Load Balancing

Load Balancing: Port ID
Metwork Failure Detection: Link Status only
Motify Switches: Yes
Failback: Yes
Active Adapters: vmnicl
Standby Adapters: None

e | — e Unused Adapters: None

e

- |

9. Select the Virtual Machine connection type, and then click Next.

(&) Add Network Wizard

Connection Type

Metworking hardware can be partitioned to accommodate each service that reguires connectivity.

Connection Type
Metwork Access
Connection Settings
Summary

—Connection Types

' Virtual Machine
Add a labeled network to handle virtual machine network traffic.

 VMkernel

and host management.

The VMkernel TCP/IP stack handles traffic for the following ES¥i services: VMware VMotion, iSCSI, NFS,

Help | < Back | Mext > I Cancel |
Y.
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10. Type in a network label that identifies the pod and VLAN ID.

For example, "POD 2 VLAN 110".

This label will help you identify the port group's pod and VLAN.

The VLAN ID is based on the calculations above.
11. Type in the VLAN ID that will be associated with this port group.
The VLAN ID is based on the calculations above.

12. Click Next to complete the wizard.

@ Add MNetwark Wizard

Virtual Machines - Connection Settings

Connection Type

Paort Group Properties
Connection Settings

LUse network labels to identify migration compatible connections commeon to two or more hosts,

Summary Metwork Label: |POD 2 YLAM 110

WLAM ID (Optional): |110]

[

Preview:

EXAMPLE ONLY: Your Values will Vary

POD 2 VLAN 110 @ o EF) vmnicl
VLAN ID: 110

VMkernel @

vmkl: 169,254.0.241

Help |

= Back | Mext = I

Cancel

13. Click the Finish button on the confirmation page.

The user interface may become unresponsive for a minute during the port group
creation process and appear to "lock up". This behavior will eventually cease once the

port group is created.

14. Confirm that new port group should appear in the vSwitch properties.

15. Click Close to complete the task.

The process for binding virtual machines network adapters to the port group will be

covered later in this document.

6/29/2012

Page 220 of 224



NID/G

Remote PC Guide for VMware Implementation Using ESXi versions 4.01 and 4.1 U2 with vCenter www.netdevgroup.com

This section provides guidance on common troubleshooting issues associated with the
implementation of ESXi versions 4.01 and 4.1 with vCenter with NETLAB+ and guidance
on verifying connectivity after installation. Please review the material in this section
prior to contacting NDG for customer support.

Objectives

e Verifying connectivity between virtual machines and lab gear.

e Reviewing and/or modifying virtual machine settings for existing virtual
machines.

e Identify and resolve the most frequently encountered issues.

Appendix A.2 Verifying Connectivity Between Virtual Machines and Lab Gear

We strongly encourage verifying the connectivity between your virtual machines using
the method described in this section. The troubleshooting methods shown here can
also aid you in determining why a remote PCin a NETLAB+ pod is having network
connectivity problems.

Verify that your pod is online (see the Equipment Pods section of the NETLAB+
Administrator Guide) and that the pod passes the pod test (see the Test the Pod
section ).

The example below illustrates a NETLAB,: BRPv2 topology installed as Pod #5 on Control
Switch #4:

BRPv2 Lab Device Device Port Control Switch #4 Port NETLAB+ Pod VLAN

Router 1 fa 0/0 fa 0/1 140

fa 0/1 fa 0/2 141
PCla virtual NIC fa 0/23 140
PC1b virtual NIC fa 0/23 140
Router 2 fa 0/0 fa 0/3 142

fa 0/1 fa 0/4 143
PC2 virtual NIC fa 0/23 142
Router 3 fa 0/0 fa 0/5 144

fa 0/1 fa 0/6 145
PC3 virtual NIC fa 0/23 144

In order to test the connectivity between remote PCs and neighboring lab devices, using
the above example, you may follow these steps, using an Instructor Account (see the
Manage Accounts section of the NETLAB+ Administrator Guide).
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1. Make a lab reservation.

2. Configure IP addresses on the remote PCs and neighboring lab devices you will
be testing.

3. Inthe example above, PCla and PC1lb should share the same VLAN adapter, so
they should be able to ping each other. If they cannot ping each other, then you
should review the following:

e What VLAN adapter are PCla and PC1b using? (refer to section 5.4.3. Is
there a firewall installed or enabled on the virtual machine?

4, Toverify the connectivity between remote PCs and neighboring lab devices, you
should test the following:

e Ping from PCla to R1 and vice versa.
e Ping from PClb to R1 and vice versa.
e Ping from PC2 to R2 and vice versa.
e Ping from PC3 to R3 and vice versa.

5. Ifyou can ping from a remote PC to a neighboring lab device, but cannot ping
from the lab device to the remote PC, then you may want to determine if there is
a firewall installed or enabled on the virtual machine.

6. If any of the tests from step 4 completely fail (you cannot ping from remote PC
to neighboring lab device and vice versa), then you will need to analyze the
network traffic on the control switch. Using the above example, perform the
following steps:

e Connect a PC or terminal to the console port of the control switch.
e Type “show vlan” or “show vlan brief” to view the VLAN status on the
control switch.

The control switch console password is router. The enable secret password is cisco.

These passwords are used by NETLAB+ automation and technical support - please do
not change them.
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13
NETLAE 140
NETLAE 141

NETLAE 145

During a lab reservation, you will notice the active lab ports and their
VLAN assignments. From the example above, Pod #5 is a BRPv2 installed
on ports fa0/1 through fa0/6 on Control Switch #4. The base VLAN for
this pod is 140.

e Onthe control switch, type “show interfaces trunk” to view the trunk
information.

fizhow inte

Mode ‘ : dtatus
on 2. trunking

Ylans allowed on trunk

140,142,144

Vlans allowed and active 1 management doma in

140,142,144

Vlans in spanning tree £ = and not pruned

140,142,144
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This command will reveal whether or not you have properly configured the
control switch port that connects to the VMware trunking port. The
following shows the proper configuration for the example above on port 23
of Control Switch #4.

On the control switch, type “show mac-address-table dynamic”. Use the MAC address
table to verify: 1) whether the MAC addresses of the remote PCs are in the table and 2)
if these MAC addresses are in the correct VLANSs.

7. If any of the tests from step 4 completely fail (you cannot ping from the remote
PCto a neighboring lab device and vice versa), and the MAC address of a remote
PCis either:

a. Notin the correct VLAN or
b. Does not show up in the control switch MAC address table, then please
review the VLAN and settings for your NETLAB+ pod very carefully.

Possible error conditions include:
e Anincorrect VLAN ID was entered when creating a VLAN interface.
e No VLAN or an incorrect VLAN was mapped using VI Client
e The control switch port (for the Inside Connection) is not trunking or not
allowing the correct VLANS.
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