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Introduction

This guide provides specific guidance for planning, installing, and supporting Cisco

AINDG

Networking Academy courses that contain real lab equipment (i.e., routers, switches,
and firewall devices).

NETLAB+ VE supports the following Cisco Networking Academy courses utilizing real

equipment:

@)
@)
@)
@)
@)

Cisco Networking Academy topologies and labs can be obtained
through the NETLAB+ VE course manager, provided your institution is a
member of the Cisco Networking Academy.

CCNA Routing and Switching - 6.0

Bridging

Introduction to Networks
Routing & Switching Essentials
Scaling Networks

Connecting Networks

e CCNA Routing and Switching - 5.1

o

Introduction to Networks

e CCNA Routing and Switching - 5.0

o Network Basics
o Introduction to Networks
o Routing Protocols
o Routing and Switching Essentials
o Switched Networks
o Scaling Networks
o Connecting Networks
e CCNA Security—2.0,1.2,1.1
e CCNP-7.0
o SWITCH
o ROUTE
o TSHOOT
e CCNP-6.0
o SWITCH
o ROUTE
o TSHOOT

10/12/2021
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1 Cisco Networking Academy Standard Topologies

NETLAB+ provides scheduled, shared access to lab equipment. A single instance or set of
lab equipment that may be reserved and accessed is referred to as a topology.

Cisco Networking Academy courses mentioned in the previous section utilize four
standard topologies that are detailed in this guide.

The standard topologies are implemented as pods in NETLAB+ VE and contain both
virtual machines and real lab equipment. Users interacting with the lab equipment
through NETLAB+ need not be concerned with whether they are interacting with real or
virtualized equipment; NETLAB+ facilitates access to both in the same manner.

Cisco Networking Academy Standard Topologies
Topology Resources

Multi-purpose Academy Pod (MAP)

Quick Reference Page

e Planning and Installation Guide

Multi-purpose Academy Pod with ASA
(MAPASA)

Quick Reference Page

Planning and Installation Guide
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Cuatro Router Pod (CRP)

Quick Reference Page

Planning and Installation Guide

Cuatro Switch Pod (CSP)

Quick Reference Page

;! v an e Planning and Installation Guide
=y _%}: ;'-:E, = ;]"‘

0§ __,E:" ‘*«_\“E“-‘ e
J—EW_:L

[

Designer tool can be used to create topologies that contain both
virtual machines and real equipment. This advanced topic is best
suited for those who are experienced with the installation of standard
pods and all aspects of administrating a NETLAB+ system.

% Custom pods with real equipment are possible. The NETLAB+ VE Pod

11 NETLAB+ VE Maximums

The table below shows the maximum number of pods using standard topologies
supported by NETLAB+ VE when conforming to the prescribed rack layouts.

NETLAB+ VE Maximum Pods Number of Racks
License Using Standard Topologies (Approximate)
VE 16 16 4
VE 32 or higher 28 7

The combination of topologies and specific lab equipment deployed will depend on the
Cisco courses you wish to teach.
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2 Overview of Real Equipment Support

In this section, we will discuss the concepts and infrastructure
requirements for supporting real equipment on your NETLAB+ system.

2.1 Standard NETLAB+ VE Installation

This guide assumes that you already have a working NETLAB+ VE installation with virtual
machine infrastructure (as depicted below).

Firewall Campus

NETLAB_LAN_1

A 4

VMware ESXi VMware ESXi VMware ESXi
Management Server User VM Host 1 User VM Host 2...
VMware vCenter Pod Pod Pod Pod Pod Pod
Virtual Machine VM VM VM VM VM VM
NDG NETLAB+ VE Pod Pod Pod Pod Pod Pod
Virtual Machine VM VM VM VM VM VM

The NETLAB+ VE Installation Guide documents the standard
installation.
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2.2 Real Equipment NETLAB+ VE Installation

A NETLAB+ VE system with real lab equipment extends the standard NETLAB+ VE system

by adding additional devices and networks:

Firewall Campus
NETLAB_LAN_1
VMware ESXi VMware ESXi VMware ESXi
Management Server User VM Host 1 User VM Host 2...
VMware vCenter MAP | [ MAP || MAP Pod Pod Pod
Virtual Machine VM VM VM VM VM VM
NDG NETLAB+ VE CRP CRP CSP Pod Pod Pod
Virtual Machine VM VM VM VM VM VM
NETLAB_LAN 2
Real Lab Equipment
cOntrol Switches | smmesnnnnnnanans .E.t.t'.e.r.r:'.e.t. q p
MAP ot
- ASA
Access Servers | smmnnnnnn A?-y.r;ls-/ur.a?uz.?.z- /
: CRP csp
Power Distribution Units oo SWIChEA Quitlets

The additional devices include:

e Lab Devices: real lab equipment that students will access, organized into pods

(the standard topologies, MAP, MAPASA, CRP, and CSP)

e Control Devices: infrastructure equipment that provides internal connectivity,
console access, and managed power. Control devices are managed by NETLAB+

and are not accessible or configurable by lab users

NETLAB_LAN_2 provides a non-routable network for:

e Communication between lab devices and virtual machines.
e Management traffic between NETLAB+ VE and control devices.

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com
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3 Standard Rack Layouts
To simplify planning, purchasing, and support, we have introduced four standard rack layouts:

e MAP-1U
o 4 MAP or 4 MAPASA pods
o For the latest equipment bundles with all 1U hardware
e MAP-2U
o 4 MAP or MAPASA pods
o For older equipment bundles containing 2U Cisco 1941 routers
e (Cuatro-1U
o 4 Cuatro Router pods and 4 Cuatro Switch pods
o For the latest equipment bundles with all 1U hardware
e (Cuatro-2U
o 3 Cuatro Router pods and 3 Cuatro Switch pods
o For older equipment bundles containing 2U Cisco 1941 routers

Rack Layout MAP or CRP CcSP Total Pods
MAPASA

MAP - 1U 4 4

MAP - 2U 4 4

Cuatro-1U 4 4 8

Cuatro - 2U 3 3 6

The standard rack layouts prescribe:

e Equipment to purchase

e Arrangement of equipment within a standard 42U equipment rack
e Cabling between devices

e Standardized port assignments

Adhering to the standard rack layout to support Cisco Networking
Academy courses is highly encouraged. Standard racks embody best
practices learned from years of support and onsite installations.

Keep in mind this advice from the NDG development team: “Do not
sweat the gory details. Use the standard racks!”
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3.1 MAP 1U Rack

Total Pods 4
Topology MAP or MAPASA
Rack Dimensions Standard Rack — Height 42U, Depth 29” or higher
Access Server 1 X [32 Lines]
Control Switch 1 X [48 ports, 2 Uplinks]
OR
2 X [24 ports, 2 Uplinks]
PDU 4 X [8 outlets] (standard cabling)
OR

3 X [8 outlets] (alternate cabling)

Applicability For new hardware purchases using the latest Cisco bundles.

MAP 1U - STANDARD RACK LAYOUT

FRONT REAR
ey el = L8]
POD A-R1 ggg&é:
POD A-R2
POD A-R3
POD A- ASA
(aptional)
0 POD A-S1
EE/ElEleEe | O | POD A-S2
el 8 _  [FeEeeaaEEeeE | O | POD A-S3
b B R1 APC 7T9XX
POD B - R2
PODEB-R3
POD B- ASA
(optional)
EEEEREEE | O | POD B - 51
ol 8 _  [olel=elejalalalalalai) | O | PODB-S2
ol & _ EEEEsEEEEeEs | O | PODB-S3
POD B = oo Q
CTRL SW A (o] EEEEEEEEEEEE | O | APC T8XX
CTRLSW B ol 8 _  [FeeeealaaEaE | O |
PODC-R1
POD C-R2
PODC-R3
POD C - ASA
(optional)
ol & _  CrEEeeEEEEeEs | O POD C - S1
ol 8 _  [elelajelejalalalalalais) | O | POD C - 82
ol & _ EEEEsEEEEeEs | O POD C -S3
POD C ENO oo e
S APC T9XX
PODD -R2

PODD -R3 ol T[T [T]]]2]

POD D - ASA
(optional)
G| 8 e | o POD D - S1

(O | EEEEEEEEEEEE | O | PODD - S2
(G| 8 _  [eelsisiiaelslem | O PODD - S3

POD D (o] o) |2

o _
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Example: MAP 1U

—
—
=

(PHOTO CREDIT TO BE ADDED)

Notice in the picture above:
1. The picture shows the use of a 48-port control switch (middle).
2. ASA devices shown are optional but required in some Cisco courses.
3. Follow router switch, and ASA orientation as shown.
4. Two rack units (2U) allocated for ASA spacing and airflow.
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3.2 MAP 2U Rack

Total Pods 4
Topology MAP or MAPASA
Rack Dimensions Standard Rack — Height 42U, Depth 29” or higher
Access Server 1 X [32 Lines]
Control Switch 1 X [48 ports, 2 Uplinks]
OR
2 X [24 ports, 2 Uplinks]
PDU 3 X [8 outlets]
Applicability For use with older bundles containing Cisco 1941 routers.

FRONT REAR

POD A-R1
POD A-R2
POD A-R3

[B[elalaalalala/alalnln] | O | POD A-S1

ol & _ [EEEEEEEEEEE | G | POD A - 52

= [B[s]nla[ala[aa[alalnin] | O | POD A-S3

POD A
APC T9XX

PODEB-R1

o052 || bl bbbl LbLLL]
- POD A- ASA (opt)
S e o s

[S[eIslslaialaTa s lars) | O | PODE - S1 POD C - ASA (opt)

EEEEEEEEEEEE | O | PODB - S2 POD D - ASA (opt)
FpozEzeezee (2| | | PopB-s3 12" SHELF

POD B - APC
T9XX

CTRLSWA [FEllaiae/aala ] | O |
CTRLSW B ol 8 _  FEEEEEEEEEES | O

ACCESS
PODC - R1 H [ H SERVER
pooc-re WL L LLLLLLLL L
pooc-rs WL L LLLLLLLL LG

EEEEEEEEEEEE] PODC-S1 POD C (O oy o
[S[AIsIalA[A[Aa[A] PODC_SZ APC Tg;{x
EEEEEEEEEEEE] PODC-53

PODD-R1

PODD - R2

PODD - R3 POD D

LL POD D - 51 APC T9XX
[B[s]nla[ala[aa[alalnin] | O | PODD-52
EEEEEEEEEEEE | C | PODD-S3
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Example: MAP 2U

(PHOTO CREDIT TO BE ADDED)

Notice in the picture above:
1. Picture shows the use of a 48-port control switch (middle).
2. Optional ASA devices not shown; stack on the rear shelf if implemented.
3. Follow router and switch orientation as shown.
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3.3 Cuatro 1U Rack

Total Pods 8

Topology [ 4 X Cuatro Router Pod ] + [ 4 X Cuatro Switch Pod ]
Rack Dimensions Standard Rack — Height 42U, Depth 29” or higher
Access Server 1 X [32 Lines]

Control Switch 1 X [48 ports, 2 Uplinks]
OR
2 X [24 ports, 2 Uplinks]

PDU 4 X [8 outlets]

Applicability For new hardware purchases using the latest Cisco bundles.

FRONT REAR

CRPA-R1
CRPA-R2
CRPA-R3
CRPA-R4

CRP A/B =, oo Q
APC 79XX

CRPB-R1
CRPB-R2
CRPEB-R3
CRPB-R4

CRPC-R1L
CRPC-R2
CRPC-R3
CRPC-R4

CRP C/D L3 (R ey )
APC 79XX

CRPD-R1L
CRPD-RZ
CRPD-R3
CRPD-R4

CTRLSW A
CTRLSW B

32 PORT
ACCESS
SERVER

CSPA-ALSL
CSPA-ALSZ
CSP A-DLS1 la| & _  [FEEEEEEEEEES | O |
CSP A-DLSZ el g _ [cEhEEEEEEeEs | O |

CSP AB
ACP T9XX

e E
CSP B- ALS1
CSP B- ALSZ
CSPB-DLS1
CSPEB-DLSZ

CSPC-ALSL
CSPC - ALS2
CSPC-DLS1
CSPC-DLS2

If space for power strip needed at bottom, coalesce open slots as
needed.

CsPC/D
APC TIXX
CSP D -ALSL
CSP D - ALS2 ol &8 [FeeeEEEsEsEs | O
CSPD-DLS1 [ 2] [S[aIsIa[s[a[als[a]s]aT8] | < |

CSPD-DLS2 (g SlelseEslelelslEl | O |
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3.4

Cuatro 2U Rack

Total Pods

Topology

Rack Dimensions

Access Server

Control Switch

6

[ 3 X Cuatro Router Pod ] + [ 3 X Cuatro Switch Pod ]

Standard Rack — Height 42U, Depth 29” or higher

1 X [32 Lines]

1 X [48 ports, 2 Uplinks]
OR
2 X [24 ports, 2 Uplinks]

3 X [8 outlets]

For use with older bundles containing Cisco 1941 routers.

If space for power strip needed at bottom, coalesce open slots as

PDU
Applicability
FRONT

CRP A-R1

CRP A-R2

CRP A-R3

CRP A- R4

CRPB-R1

CRPB-R2

CRPB-R3

CRPEB-R4

CRPC-R1

CRPC-R2

CRPC-R3

CRPC-R4

CTRLSWA

CTRLSW B
CSPA-ALS1 c| g8 _  EreREeEEEEs (O |
CSPA-ALS2 o] & _  [FEEEEEEEEEES | O |
CSP A-DLS1 o] 2 _  [phbkEeEEeEE O |
CSP A-DLS2 o] & _  [EEEEEEEEEEES | O
CSP B- ALS1 c| 8 _ EEEEEEEEEREsE | O |
CSP B- ALS2 | | FEEEEEEEEEE | ¢ |
CSPB-DLS1 c| 8 _ [EeEEEEEEEEEs | O |
CSPB-DLS2 | FEEEEEEEEEE | ¢ |
CSPC-ALS1 c| 8 _  EEEEEeEEEEEs | O |
CSPC -ALS2 2| & _  FEEEEEEEEEES | O |
CSPC-DLS1 1c| 8 _  ErEREEEEEREs | O |
CSPC-DLS2 o] & _  [EEEEEEEEEEES | O |

needed.
10/12/2021

CRP A/B
APC T9XX

32 PORT
ACCESS
SERVER

CRPC/CSPA
APC T9XX

CSPBIC
APC TaXX

REAR
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4 Lab Device Equipment Selection

% This section provides guidance for new lab equipment purchases.

The lab equipment required for each standard pod is derived from the Cisco Networking
Academy Standard Bundle spreadsheets, which are updated periodically. This section will
review in detail how to calculate lab device requirements for planning and purchasing.

Bundle may not yet be supported by NETLAB+ VE. Please use the
information in this guide for planning.

c The latest equipment and/or system software in the latest Standard

To simplify purchasing, we have organized equipment requirements by pod type. Since these
requirements change over time, we further categorized them as Configuration A,
Configuration B, Configuration C, etc.

e Configurations are presented in descending alphabetical order. For example,
Configuration D is the most recent configuration among A, B, C, and D. Configuration A
contains hardware from the earliest bundle supported by NETLAB+ VE.

e The latest configuration is typically recommended for new purchases. Your selection
of courses and equipment budget should also be considered when choosing a
configuration.

e Earlier configurations are supported for reference until the equipment no longer
supports the requirements of the Cisco Networking Academy.

4.1 MAPASA Pod Configurations

See the specifications for MAPASA pod configurations.

4.2 MAP Pod Configurations

See the specifications for MAP pod configurations.

4.3 CRP Pod Configurations

See the specifications for CRP pod configurations.

4.4 CSP Pod Configurations

See the specifications for CSP pod configurations.
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5 Control Device Equipment Selection

The number of control switches, access servers, and power distribution units needed for
your system will vary, depending on the type and number of racks containing real
equipment that you will be installing. There are three types of control devices.

e Control Switches: Provide connectivity to real lab equipment from NETLAB+ and
the virtual infrastructure.

e Access Servers: Asynchronous terminal servers that provide console access to
real lab equipment.

e Power Distribution Units (PDUs): Provide switched outlets for real lab
equipment.

5.1 Control Switch Requirements

mmmsl)  Control switches are used to implement NETLAB_LAN_2 and provide several
functions:

e Connect real lab equipment to virtual machines.
e Simulate networks and dynamic topologies per lab exercise.
e Provide a management path between NETLAB+ and control devices.

A typical NETLAB+ setup for real equipment includes a master control switch plus one or
more secondary control switches that trunk to the master control switch.

A NETLAB+ VE system will support up to 20 control switches. Using
standard rack layouts, the number of control switches including master
control switch will not exceed 16.

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 17


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide llII NDG

5.1.1 Master Control Switch

The master control switch is a core switch that provides connectivity between lab equipment
racks, the virtual machine infrastructure, and the NETLAB+ VE virtual machine.

Primary ESXi Host for Pod Virtual Machines

wf J
|

ESXi Management Server (NETLAB VE + vCenter) Ny A —

Additional ESXi
= host uplinks

- » >

Iillllll DNNNEEE®E ILIIIIII

Master Control Switch (CS1) — 2950T

e ’ Secondary Control Switches CS2-CS18

Best practice is to locate the master control switch in the same rack as
virtual machine servers.

The master control switch is always Control Switch 1 (CS1). NETLAB+
VE always assumes CS1 is the master control switch and the
configuration instructions for CS1 provided by NETLAB+ prompts will
vary slightly from other control switches.

The following switch models are supported for the master control switch.

Type Minimum Ports Uplinks Max Comments
Required VLANs
Image
Cisco WS-C2960+24TC-L 12.2.25 24 2 250 Recommended as master control

switch in new installations.

Cisco WS-C2950T-24 12.1(22)EA2 (EI) 24 2 250 Recommended if already on-hant
"T" model with uplinks required.

Cisco WS-C3650-24-TS-E 03.06.05.E 24 4 1000 OK as master control switch in
Large Installation (5-7 racks).

Please be aware that Lenovo servers' 1 gig ports do not support 10/100
ports on the control switch. They will need to use a 2960-24 with gig
uplinks and use one of those gig ports on the 2960-24 master control
switch.
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5.1.2 Secondary Control Switches

Your NETLAB+ system will include one or more secondary control switches; the number
of control switch ports needed depends on the type and number of standard racks you
will be adding to your system.

7

To Master Control Switch = ’

: MAP / ASA Pod : :% MAP / ASA Pod 9 Control Ports :
*slA99RIIA 1T 2 1 7
ﬁ\é&ﬁﬁﬁﬁﬁ Ao &lﬁéﬁﬁ&l HLELEaEE B0

/‘ Secondary Control Switch

\ /

Relative Control Port Numbers
(+0 to +8) for MAP/ASA

The following table shows the supported switch models and quantity required per
standard rack.

Type Minimum Ports Uplinks # Per Comments
Required Rack
Image
Cisco WS-C2960+48TC-L 12.2.25 48 2 1 Recommended for new installations

in standard racks. “Plus” model and
LAN Base image required.
Cisco WS-C2960+24TC-L 12.2.25 24 2 2 Recommended if already on-hand.

Cisco WS-C2950T-24 12.1(22)EA2 (EI) 24 2 2 OK if already on-hand. "T" model
with uplinks required.
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5.2 Access Server Requirements

> An access server is an asynchronous terminal server that provides console
= access to real lab equipment. Using this approach, users can access lab gear
even when no configurations have been loaded in the lab devices. NETLAB+ proxies all
connections through the access server. This special proxy allows simultaneous sharing of
console ports and allows all users to access the lab environment using a built-in HTML5
CLI terminal.

Your NETLAB+ system will require one or more access servers, depending on the
number and type of real equipment pods you add to your system. Using the standard
rack layouts, there will be one access server with 32 lines (ports) per rack.

The following hardware configurations are supported for 32-port access server
configurations in a standard rack. Other combinations that are not 32-ports are possible
in NETLAB+, but not listed here.

When using a HWIC-16A on a router (2901 or 2811) with 10S 15, you
must use version 15.1.4M4(MD), due to a Cisco bug. NDG has tested

15.1.4M4(MD) on all platforms. Please refer to the table below.

Async Line Card(s) Cables

Router Qty X Type Qty X Type Notes
Cisco 4321 ISR 2 X NIM-16A 4 X CAB-ASYNC-8 (10 foot) 1,3
Cisco 2901 2 X HWIC-16A 4 X CAB-HD8-ASYNC (10 foot) 3,4
Cisco 2811 2 X HWIC-16A 4 X CAB-HD8-ASYNC (10 foot) 3,4,5
Cisco 2801 2 X HWIC-16A 4 X CAB-HD8-ASYNC (10 foot) 3
Cisco 2600 1 X NM-32A 4 X CAB-OCTAL-ASYNC (10 foot) 2

1. Recommended for new purchases.

2. End-of-sale.

3. Cuatro 2U rack only requires 3 octal cables per rack.

4. When using an HWIC-16A on a router (2901, or 2811) with 10S 15, you must use an

I0S version that has been tested by NDG, due to a Cisco bug. NDG has
tested 15.1.4M4(MD) on all platforms.

5. For Cisco 2811 only: Using HWIC-16A on a router with I0S 12 does not exhibit the
bug mentioned in the note above.

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 20


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide IIIINDG

Q When using a HWIC-16A on a 28xx router, please refer to the table

below for slot placement (reverse populate as shown, Slot 3 is the first
slot that gets the first HWIC-16A module).

Access Server Slot 3 Slot 2 Slot 1 Slot 0
2801 w/ 1x HWIC-16A X

2801 w/ 2x HWIC-16A X X

2811 w/ 1x HWIC-16A X

2811 w/ 2x HWIC-16A X X

2811 w/ 3x HWIC-16A X X X

2811 w/ 4x HWIC-16A X X X X

Option 1. Two (2) Cisco NIM-16A modules in a Cisco 4321 ISR can be used to provide 32
async lines in a standard rack. Configuration requires four (4) CAB-ASYNC-8 cables (3 for
Cuatro 2U rack).

365576

Option 2. Two (2) Cisco HWIC-16A modules in a Cisco 2901/2811/2801 can be used to
provide 32 async lines in a standard rack. Configuration requires four (4) CAB-HD8-
ASYNC cables (3 for Cuatro 2U rack).

HWIC-16A
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Option 3. One (1) Cisco NM-32A module can be used in a Cisco 2600 router to provide
32 async lines in a standard rack. This configuration requires 4 CAB-OCTAL-ASYNC cables
(3 for Cuatro 2U rack).

This hardware in this configuration has reached end-of-sale. It is only
recommended for those sites that may already have them.

T v jwe, wws .

2
e R

“Octopus” cables are used to connect between the access server module and the
console port of each lab device. CAB-HD8-ASYNC is the cable shown here.

Each supported line card type uses a different octopus cable type.
Cisco octopus cables are 10 feet, which is required for standard rack

layout (access server at top of rack). Third party cables may be
shorter. Be sure to specifv 10 foot cables.

Line Card Cable Type
NIM-16A CAB-ASYNC-8
HWIC-16A CAB-HD8-ASYNC
NM-32A CAB-OCTAL-ASYNC
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5.3 Power Distribution Unit Requirements

The power of each managed device in a NETLAB+ real equipment pod is
connected to a power distribution unit (PDU).

The PDU provides three functions:

e Reboot devices during NETLAB+ automated operations

e Allow users to control the power of a lab device (making password recovery
possible)

e Power off devices when not in use to reduce energy and cooling requirements

Your NETLAB+ system will require one or more power distribution units, depending on
the number and type of real equipment pods you add to your system.

NETLAB+ supports the following PDU devices for use with the standard rack layouts.

Model Outlets Voltage Input Output Notes
(Plug) (Receptacles)
APC AP7900 8 115 VAC NEMA 5-15P (8) NEMA 5-15R 1,2
APC AP7920 8 208-230 VAC IEC-320 C14 (8) IEC 320 C13 1,2
APC AP9211 8 115 VAC NEMA 5-15P (8) NEMA 5-15R 3
APC AP9212 8 208-230 VAC IEC-320 C14 (8) IEC 320 C13 3
APC AP7902 16 100-120 VAC NEMA L5-30P 16) NEMA 5-20R 3
APC AP7922 16 220-240 VAC IEC 309 32A 2P+E (16) IEC 320 C13 2,3
APC AP7954 24 220-240 VAC EC 309 16A 2P+E (21) IEC 320 C13 (3) 3
IEC 320 C19
CyberPower 8 115 VAC NEMA 5-15P (8) NEMA 5-15R 4

PDU41001

1. Recommended for new purchases.

2. APC 79XXB Users: Please see configuration details specific to APC 79XXB from
APC on page 5.

Older version, end-of-sale.

4. Unsupported.

w
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APC AP7900 supports 120 VAC and provides NEMA-5-15P outlets.

APC AP7912 supports 208-230 VAC and provides IEC 320 C13 outlets.
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6 Preparing NETLAB+ VE for Cisco Courses

In this section, we discuss the steps needed to enable Cisco content on your NETLAB+.

6.1 Enabling Cisco Networking Academy Content

Contact NDG technical support to enable support for Cisco
¢ Networking Academy Content. NDG will perform the following
actions:

1. Verify your institution’s membership in the Cisco Networking
Academy.

2. Enable a NETLAB+ VE software upgrade that supports real lab
equipment (17.3.0 or higher)

3. Enable Cisco Networking Academy courses to be installed on

6.2 Update NETLAB+ Software

Once NDG has confirmed completion of the tasks from the previous section, you should
check for the availability of an updated NETLAB+ VE software version (an updated
software version is necessary for the support of real equipment).

Verify NETLAB+ is running 17.3.0 or higher. Version 17.3.0 is required
to support real lab equipment. If no upgrade to 17.3.0 or higher is
available, contact NDG to ensure the software update for real
equipment is enabled on vour system.

1. Select Software Updates on the panel located on the right side of the
Administrator Home page.

2. If your NETLAB+ system does not have the latest available software, a message
will alert you that a new version is available. Select the option to Update
Software to perform the upgrade.

0 Software version 17.3.4.RG is available.

( As always, make a backup or take a snapshot of the NETLAB+ VE virtual
y machine before upgrading software.
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6.3 Loading Cisco Content from the Course Catalog

The NETLAB+ Course Manager acts as a course catalog, listing all courses (topic-based
lab libraries) that are available from NDG. Installing the courses you plan to use is
necessary in order to make available on your NETLAB+ system, the lab designs and pod
designs needed in order to install your pods.

1. From the Administrator Home page, select Course Manager.
2. The courses currently installed, if any, will be displayed. Click Add Courses.

7= Installed Courses Search

Program  Course Name Release Date Status Action
JINDG  nDG Ethical Hacking - v1 1 20160322  PRODUCTION -
QISGTCS NiSGTC Security+ - v1 1 20150928  PRODUCTION -
vmware  vmMware VCA DCV 6 1 20160115  PRODUCTION -

3. The Add Course list will be displayed. This list includes a variety of courses
available through NETLAB+. Continue to the subsections below, where we will
demonstrate the process of adding courses.

The Course Manager displays all lab libraries available. Some of
the course materials listed, developed in partnership with a
vendor, require your organization to join the vendor's academy
program in order to be eligible to access the course.

© Add Course

Program Course Name
stlialy. Cisco IT Essentials V6: PC Hardware and Software
YEEEITY  cssia seourity Awareness (CNSS 4011)
CSSIA CompTIA Security+ v2
m CSSIA Windows 10 Administration
EMC’  emc cloud Information Services (C1S) vl
EMC EMC Information Storage and Management (ISM) v2
JAINDG  NDG Ethical Hacking - vi
AINDG  noc Forensics - vi
AINDG  noG General IT-vt

HISGTC>  NISGTCA+-v2
GRITRTE 5077 Ethioal Haokine
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6.3.1 Adding the Cisco Common Pod Types Course

If this is your first time adding real equipment to your NETLAB+ system, you must install
the Cisco Common Pod Types course. This course provides:

e The four standard topologies for real equipment (MAP, MAPASA, CRP, CSP).

e Four generic lab designs that contain non-specific lab exercises for each of
the topologies.

1. From the Add Course page, enter the word "Common" into the search box to
locate the Cisco Common Pod Types course.
2. On the Action dropdown, select Install.

c The option to install the Cisco Common Pod Types course is available

e only to organizations who are members of the Cisco Networking
Academy. Contact NDG Support to verify your organization's
membership if the Install option is not available on your system.

© Add Course

Common
Program Course Name Release Date Status Action
bt cisco common Pod Types 1 2017-08-23  PRODUCTION D
" & View
Show 10 + entries
& Install

3. You will see the course installation in progress. This will include verification of
course authorization and installation of packages, lab designs, and pod designs.
When the course installation is complete, click Next.
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& Cisco Common Pod Types

course update started: 'Cisco Common Pod Types', release 1 (93303310
course update task: VSZU-KFPL-PTPK

checking course authorization for ‘cisco

course is authorized

downloading package AECRP_0011_25AA_EDB0_4582_AFA3-00008.npd
package AECRP_0011_254A_EDB0_4582_AFA3-00008.npd download co
installing package AECRP_0011_25AA_EDB0_4582_AFA3-00008.npd
installed pod design AECRP_0011_25AA_EDB0_4582_AFA3-00008.npd
downloading package AECSP_0011_25AA_EDB0_45B5_16E6-00006.np.
package AECSP_0011_25AA_EDB0_45B5_16E6-00006.npd download cor:
installing package AECSP_0011_25AA_EDB0_45B5_16E6-00006.npd
installed pod design AECSP_0011_25AA_EDBO_45B5_16E6-00006.npd
downloading package AEMAPASA_0003_4732_2555_4E78_9343-00008
package AEMAPASA_0003_4732_2555_4E78_9343-00008.npd downloar
installing package AEMAPASA_0003_4732_2555_4E78_9343-00008.npd
installed pod design AEMAPASA_0003_4732_2555_4E78_9343-00008.1
downloading package AEMAP_0003_47F1_7505_492C_6068-00009.np

eraTal y B B T

(2 N~ 2 N 0 N I - A - 2 - 2 N~ - O~

4. You will be prompted to grant access to this course to all communities or per
community. If your system has only one community (as in this example), select
Yes (Grant All).

9 Grant course access to all communities?

+ Yes - grant access to this course’s lab content to all communities (present and future).

« No - access to this course is granted per community.
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5. The course page will be displayed, where you can modify your course access
selection if needed or select a different tab to view more information about the
course. You can return to this page any time by selecting the course in the list of
installed courses.

el Cisco Common Pod Types

Course Access Lab Content Pod Types Resources

All communities (present and future) have access lab content for this course.

Click Revoke All if you want to grant access to communities individually.

I Revoke aAll

6. Foryour reference, let's take a look at the Lab Content tab. Notice the four lab
designs included, one for each of the real equipment topology types. These may
be used by instructors to enable lab reservations not tied to a specific exercise.
For example, if an instructor enables “AE MAP” content for a class, the students
of that class can reserve a MAP pod with no content-specific lab exercise.

liilt - Cisco Common Pod Types

CISCO
Course Access Lab Content Pod Types Resources
Lab Design Build Author ID GID
AECRP 1 AECRPOPEN ..CFCF
AECSP 2 AECSPOPEN ..DOBO
AE MAP 2 AEMAPOPEN ..CEB4
AE MAPASA 2 AEMAPASAOPEN ...CCCA

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 29


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide IIII NDG

7. We will also take a quick look at the four real equipment pod types included with
this course by selecting the Pod Types tab. Click Dismiss.

bl Cisco Common Pod Types

Course Access Lab Content Pod Types Resources
Pod Design Build Author ID GID
AE Cuatro Router Pod 8 AECRP . AFAZ
AE Cuatro Switch Pod ] AECSP .. 16E6
AE Multi-purpose Academy Pod Q AEMAP ..6068
AE Multi-purpose Academy Pod with ASA 8 AEMAPASA ..9343

6.3.2 Adding a Course

We will add one of the Cisco courses supported by the Multi-purpose Academy Pod with
ASA (MAPASA), following the same process shown in the previous section to add the
Cisco Common Pod Types course.

1. Select the Add Courses page, Admin > Courses > Add.

2. To make the course we want easier to locate in the course list, enter "CCNA
Routing and Switching 6.0" in the search box.

3. Select Install on the Action dropdown for the CCNA Routing and Switching 6.0 -
Introduction to Networks course.

Admin > Courses > Add

© Add Course

||:CNA Routing and Switx I

Program Course Name Release Date Status Action

el GeNA Routing and Switching 6.0 - Bridging 1 20161107 PRODUCTION -

'.':ﬂ';‘.:g' CCNA Routing and Switching 6.0 - Introduction to Networks 1 2017-02-28 PRODUCTION -
@ View

sl CCNA Routing and Switching 6.0 - Routing and Switching Essen 1 2017-05-08 PH™X Install

mmm i - i &

e iten CCMA Routing and Switching 6.0 - Scaling Networks 1 2017-08-01 PRODUCTION -

haln, CCMA Routing and Switching 6.0 - Connecting Networks 1 2017-08-01 PRODUCTION -

cisco
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4. You will see the course installation in progress. This will include verification of
course authorization and installation of packages, lab designs, and pod designs.

& CCNA Routing and Switching 6.0 - Introduction to Networks

course update started: ‘'CCNA Routing and Switching 6.0 - Introduction to M
course update task: OLGK-AAPG-ERFO

checking course authorization for ‘cisco

course is authorized

downloading package AEMAPASA_0003_4732_2555_4E78_9343-00008.np+
package AEMAPASA_0003_4732_2555_4E78_9343-00008.npd download co’
installing package AEMAPASA_0003_4732_2555_4E78_9343-00008.npd
installed pod design AEMAPASA_0003_4732_2555_4E78_9343-00008.npd
downloading package AEMAP_0003_47F1_75D5_492C_6068-00009.npd
package AEMAP_0003_47F1_75D5_492C_6068-00009.npd download com;
installing package AEMAP_0003_47F1_75D5_492C_6068-00009.npd
installed pod design AEMAP_0003_47F1_75D5_492C_6068-00009.npd
downloading package AECCMARSINTROTONETMAPASA_0003_472F_9FCF
package AECCNARSINTROTONETMAPASA_0003_472F_OFC9_5204_1DEC
installing package AECCNARSINTROTONETMAPASA_0003_472F_9FCO_5=
installed lab design package AECCNARSINTROTONETMAPASA_0003_4727
downloading package AECCNARSINTROTONETMAPEN_0003_472F_9FC9_57
nackage 7T TNARSIMTROTOMETMAPEN_0003_472F_OFCA_5202. FA04

S~ N S R - A - A - AN - AN - X - X -

5. You will be prompted to grant access to the course's lab content to all
communities or to grant access per community. For this example, we will select
Yes (Grant All).

9 Grant course access to all communities?

« Yes - grant access to this course’s lab content to all communities (present and future).

« No - access to this course is granted per community.
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6. The course page will be displayed, where you can modify your course access

selection if needed or select a different tab to view more information about the
course. You can return to this page any time by selecting the course in the list of
installed courses.

liilis CCNA Routing and Switching 6.0 - Introduction to Networks

CISCO

Course Access Lab Content Pod Types Resources

All communities (present and future) have access lab content for this course.

Click Revoke All if you want to grant access to communities individually.

I Revoke All

7. Foryour reference, we will examine the information available on the Resources

tab. This page includes details on the compatible topologies for the course. We
will be installing the MAPASA. Click the link to display the quick reference page
for the MAPASA.

siliali - CCNA Routing and Switching 6.0 - Introduction to Networks

Course Access Lab Content Pod Types Resources

Cisco CCNA Introduction to Networks Version 6.0

« Qverview

« Multi-Purpose Academy Pod - Planning and Installation Guide

« Multi-Purpose Academy Pod with ASA - Planning and Installation Guide
« Labs

« Multi-Purpose Academy Pod - Topology

« | Multi-Purpose Academy Pod with ASA - Topology |

« Requirements

« Release Notes

Authorization

To obtain licensing and access to the Cisco CCNA Introduction to Networks Version 6.0 labs, your institution must be a part of the Cisco
Networking Academy. You can find information about the Cisco Networking Academy at the following link: http:/www.netacad.com

Multi-Purpose Academy Pod
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8. The quick reference page includes information on supported courses, lab
devices, control devices, and the topology diagram. As we have discussed in the
first section of this guide, the MAPASA includes several physical lab devices,
including 3 routers (R1, R2, and R3), 3 switches (S1, S2, and S3), and an ASA
security device. The PCs shown are virtualized.

Be aware that some courses have specific requirements for
compatible lab devices and minimum IOS. These details may
be found on the pod quick reference page and in the pod
installation guide (linked on the quick reference page).

IIINDG NDG OMUNE -~ NETLAB- .~  SUPFDRT »
[

Mult-Purpose Academy Pod with Adaptive Security Appliances (ASA) Quick Reference Page

Thiz quick reference page pravides & summary of the specifications af this topology. Far & complete reference including

installation details, phease refer to the Multi-purpose Acsdamy Pod with AS& Planning and installation Guide I=

LAB TOPOLOGY

E1 2]

£ &

(1] (2]

2
] W

o SRS 5] ,
B
L] e (2] (2] = LE]
ik
N
e B B
1 . [ 1}
- e
£ (<]
e |
=
rCo
LAE DEVICE REQUIREMENTS
Lab devices are part of the topalogy and vsers can interact with them =ither directly through the console ar netwark.

ik Hardwmre compatibility with NETLAE+ does nat guarantes the compatibility of labs. Flease chedk the Academy
curricubum, MDG pod guides, and lab suppart pages for specific hardware and 105 requirsments.

The Muhi-Furposs Acaderny Fod with A5A includes three routers [R1, B2 and A3}, thres switches (51, 52 and 53) and =n Adaptive

Sacurity Applisnce (ASa). The tables balow indicate the recommended devices, bassd on the hardware lists prosided by Cisca.

All NETLAE+ topologies with lab switches and Virtual Machines reguire additional switch configumation tesks for successfu

-~ £ Myt rpase Acsdemry Bttestinat s pao) jras cwiitch sonfigup T -=ssmmande. o coots
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7 Preparing Infrastructure to Support Real Equipment

NETLAB+ Real Equipment Pod Management Guide

In a standard NETLAB+ VE installation, each VMware host server attaches to a routable
network NETLAB_LAN_1. This is also referred to as the outside network.

In a real equipment installation, a second non-routable network NETLAB_LAN_2. This is
also called the inside network.

Outside Network Inside Network

LAN Name NETLAB_LAN_1 NETLAB_LAN_2

Virtual Switch Names

Network Addresses

NETLAB+ VE IP Address

vSwitchO
Customer specified

Customer specified

vSwitch1

169.254.0.0 / 24
169.254.1.0 / 24
169.254.1.1 (primary)
169.254.0.254 (secondary)

NETLAB_LAN_1

Firewall

Campus

v

VMware ESXi
Management Server

VMware ESXi
User VM Host 1

VMware vCenter
Virtual Machine

MAP (| MAP || MAP
VM VM VM

NDG NETLAB+ VE
Virtual Machine

CRP CRP CSP
VM VM VM

VMware ESXi
User VM Host 2...

Pod Pod Pod
VM VM VM

Pod Pod Pod
VM VM VM

NETLAB_LAN_2

Real Lab Equipment
Control Switches | smmnsnnnnnnanans .E.t.h.e.r.r.l.e.t. quip
MAP e
- ASA
Access Servers | == A?.v.r:.F.I:.R.?..Z.?.Z. /
; CRP CSP
Power Distribution Units e SICREA OuitlEtS
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7.1 Create Inside Network on Management Server and ESXi Hosts

Create a virtual network NETLAB_LAN_2 on a new virtual switch named vSwitch1 on
the following VMware ESXi hosts:

e The ESXi host designated as the VMware Management Server.
e Any ESXi host that runs virtual machines for real equipment pods.

Step 1. Create vSwitchl.

1. Click on Add Networking...

Yiew: | waphere Standard Switch wSphere Distributed Switch |

Metworking Refresh |Add Metworking... | Properties. ..
Standard Switch: wSwitchi Remave... Properties...
Wirtual Machine Part Sroup Pheysical Adaprets
[ METLAB_LAN_1 & o B vronicD 1000 Ful  §3
WMkemel Port
L3 Management Metwork, i

winkld © 172,30,253.11

2. Make sure Virtual Machine is selected and click Next.

(=) Add Network Wizard —a o il

Connection Type

Metworking hardware can be partitioned to accommodate each service that requires connectivity,

Connection Type
Mebwiork Arcess [~ Connection Types
Conneckion Sekkings
SUMMAary

& virtual Machine

Add a labeled netwaork to handle virkual machine network traffic,

" yMkernel

The WMkernel TCPYIP stack handles traffic For the Following ESXi services; vSphere wMotion, i5C51, MFS,
and host management,

< Back | Cancel |

4
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3. Make sure Create a vSphere standard switch is selected, along with the
checkbox for vmnicl. Click Next to continue.

If you participated in an earlier beta, vmnicl may be setup for
SAFETY NET. If this is the case, you should remove the existing
vmnicl and follow the steps below.

=¥ Add Metwork Wizard N ;lglil

¥irtual Machines - Network Access
Wirtual machines reach networks through uplink adapters attached to +Sphere standard switches,

Connection Tvpe Select which vSphere standard switch will handle the nebwork traffic For this connection, You may also create a new
Metwork Access wSphere standard switch using the unclaimed network adapters listed below,
Conneckion Settings
Summary {* Create a vSphere standard switch Speed Metworks
Intel Corporation §2574L Gigabit Network Connection
M BB wmnict 1000Ful  Mone
" Use ySwitchD Speed Metworks
Intel Corporation §2574L Gigabit Network Connection
[~ B vmnico 1000 Full  172.30.253.2-172.30.253.2
Prewview:
Wirtual Machine Port Group Phyysical Adapters
W Metwork D o B vmnicl

< Back | Cancel |

A

4. Setthe Network Label to NETLAB_LAN_2. Click Next to continue.

FF Add Network Wizard B ;lglil

¥irtual Machines - Connection Settings
Use network labels to identify migration compatible connections comrmon to bwa o more hosts,

Connection Type —Pott Group Propetties
[etwork dccess
Connection Settings Metwork Label: METLAE_LAN_z| |
Summary YLAN ID (Optional): Mone (07 =]
Previen:
“Wirtual Machine Port Group Phyysical Adapters
NETLAB_LAN_2 Q. D o BB wmnicl

< Back | Cancel |

A
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5. Review the information and click Finish.

=) Add Network Wizard N =]

Ready to Complete
Verify that all new and modified wSphere standard switches are configured appropriately,

Connection Type Hast: networking will include the Following new and modified standard switches:
Mebwork Sccess Preview:
Connection Sektings
Surmmar Virtual Maching Port Group Physical Adapters
¥ METLAB_LAN_Z D o BB i

< Back | Cancel |
i

If you removed vSwitch1 earlier for SAFETY NET, be sure to
add vSwitch2 with a name of SAFETY NET.

7.2 Attach NETLAB+ VE to NETLAB_LAN_2

On the management server, bind Network Adapter 2 on the NETLAB+ VE virtual
machine to NETLAB_LAN_2.

1. Select NETLAB_VE on the management server and click Edit Settings.

2. Select Network Adapter 2, and make sure the Network Connection is set to
NETLAB_LAN_2.

3. Make sure that the Device Status checkboxes for Connected and Connect at
power on are selected.

4. Click OK to save changes.
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@ METLAB ME - Wirtual Machine Properties

Hardware lOptiu:uns ] Resources | waervices |

AINDG

(o[ ==

Virtual Maching Yersion: &

Device Status

[ Show All Devices add... | Remove ¥ Connected

Hardware Summary [v Cormmect ab power on

g S:Lmry 245?6 ME Adapter Type

[

|;| video card video card Current adapter: E1000

= YMCI device Deprecated v —

9 351 contraller 0 LSI Laqic Parallel

) ) . 00:50:56:52:95; 60

% COJOND drive 1 Client Device

= Harddisk 1 wirtual Disk, (¥ "

= Harddiskz Wirkual Disk

& Hard disk 3 Virtual Disk DirectPath IfO

BB Metwork adapter 1 METLAB_LAN_1 Status: Mot supported €

Ef MNetwork adapter 2 (edite...  NETLAB_LAN_2Z -

Metwork Connection
Bf Metwork adapter 3 SAFTEY_MET N
etwark label:
BH Metwork adapter 4 SAFTEY_MET
(0] 4 Cancel

7.3 Install Master Control Switch

Physically rack the master control switch (Control Switch 1). This is typically placed in
the server rack in proximity to the ESXi hosts. The master control switch is preferably
powered by a UPS power source. For master control switch requirements, see Master

Control Switch.

Erase the configuration and vlan.dat of a control switch before
connecting Ethernet ports to other devices or servers. Once the
configuration is clean, the master control switch can be safely
connected to ESXi host servers.

7.4 Add Master Control Switch to NETLAB+ VE

Using the procedure in Control Switches, add the master control switch to NETLAB+ VE.

The master control switch is always Control Switch 1 (CS1).

10/12/2021
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NETLAB+ VE automatically configures control switch ports based on
role. This differs from NETLAB+ AE/PE, where control ports are
configured manually.

Port
GigabitEthernet0/1
GigabitEthernet0/2
FastEthernet0/22
FastEthernet0/23
FastEthernet0/24
FastEthernet0/1
FastEthernet0/2
FastEthernet0/3
FastEthernet0/4
FastEthernet0/5
FastEthernet0/6
FastEthernet0/7
FastEthernet0/8
FastEthernet0/9
FastEthernet0/10
FastEthernet0/11
FastEthernet0/12
FastEthernet0/13
FastEthernet0/14
FastEthernet0/15
FastEthernet0/16
FastEthernet0/17
FastEthernet0/18

All others

Peer Name

Management Server

Primary ESXi Hosts

Secondary ESXi Hosts (opt)
Secondary ESXi Hosts (opt)
Secondary ESXi Hosts (opt)

(not used)
Control Switch 2
Control Switch 3
Control Switch 4
Control Switch 5
Control Switch 6
Control Switch 7
Control Switch 8
Control Switch 9
Control Switch 10
(not used)
Control Switch 12
Control Switch 13
Control Switch 14
Control Switch 15
Control Switch 16
Control Switch 17
Control Switch 18

(not used)

Role

Virtual Machine Server
Virtual Machine Server
Virtual Machine Server
Virtual Machine Server

Virtual Machine Server

Unmanaged

Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Unmanaged

Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch
Other Control Switch

UNMANAGED

Control switch ports may be set to UNMANAGED if they are not used.

10/12/2021
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7.5 Connect ESXi Host Servers to Inside Network

Physically cable the master control switch to the relevant ESXi servers as follows.

ESXi Host Master Control Switch Interface
Management Server GigabitEthernet0/1

Virtual Machine Host 1 GigabitEthernet0/2

Virtual Machine Host 2 (if required) FastEthernet0/22

Virtual Machine Host 3 (if required) FastEthernet0/23

Virtual Machine Host 4 (if required) FastEthernet0/24

Each connected ESXi hosts server will now have two network connections: one
connection to the outside network and one connection to the inside network via the
master control switch.

Typically, you will be able to place all virtual machines for real equipment pods on one
host server (Virtual Machine Host 1 in the table). If you have a large installation (5 or
more standard racks), virtual machines may be spread across two or more hosts.

o
S
Primary ESXi Host for Pod Virtual Machines %—

oY
.
ESXi Management Server (NETLAB VE + vCenter) W—

. Additional ESXi
I : Secondary Control Switches CS2-C518 p— host uplinks

—

Illlllll DNEENEEEE ILIIIIII

Master Control Switch (CS1) — 2950T
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8 Adding Equipment Racks

This section describes the procedures for adding standard equipment racks.

8.1 Common Rack Procedures and Considerations

The four standard rack layouts all share the same setup procedures and considerations.

8.2 Rack Numbering Scheme

Each rack should be labeled as follows:

Rack Name Type Contains

Rack 1 Master Rack ESXi Management Server
ESXi Hosts Servers
Master Control Switch

Rack 2 One of... Lab Equipment

MAP 1U Access Server

Rack 8 MAP 2U Secondary Control Switch(es)
CUATRO 1U PDUs
CUATRO 2U

8.2.1 Power Requirements

There should be one or two dedicated circuits in each rack with a suitable capacity to
power the equipment in the rack. These circuits should have feeder power strips with

several outlets for control devices. The following balanced layout with two circuits is
recommended.

Circuit 1 Circuit 2
Access Server
Control Switch 1 Control Switch 2 (when using 24 port switches)
PDU 1 PDU 3
PDU 2 PDU 4

An Uninterrupted Power Supply (UPS) is recommended, particularly in
areas where blackouts are common. If UPS is not feasible for the entire
rack, consider a small UPS to power access servers and control
switches.
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If feeder power strips are mounted vertically, the standard rack layouts should work as
depicted. If feeder power strips are mounted horizontally and consume rack space, you
can do one of the following:

e Place power strips in the designated open rack spaces in the layout.
e Create 2U for power strips at the bottom of the rack by moving equipment up
into the designated empty spaces.

8.3 Clear Configuration of Access Server and Control Switches

When reusing equipment such as access servers and control switches, it is
recommended that any previous configuration is cleared before connecting to other
devices. This can be done by issuing the I0S commands, write erase and reload.

8.4 Mount Equipment

At this time, you can mount both control equipment and lab devices as depicted in the
selected rack layout. Specific details for each layout will be provided in subsequent
sections.

8.5 Secondary Control Switches

Connect and configure secondary control switches in standard racks according to the
following best practices. Recall that rack 1 is the master rack and control switch 1 is the

master control switch.

When using one 48-port control switch per standard rack:

Raek SentElbuitchiip Secg:::;z:(::t‘:glzr\:\),itch MasltjtfrI '2(':::;: :vr:litch
2 2 GigabitEthernet0/1 FastEthernet0/2
3 3 GigabitEthernet0/1 FastEthernet0/3
4 4 GigabitEthernet0/1 FastEthernet0/4
5 5 GigabitEthernet0/1 FastEthernet0/5
6 6 GigabitEthernet0/1 FastEthernet0/6
7 7 GigabitEthernet0/1 FastEthernet0/7
8 8 GigabitEthernet0/1 FastEthernet0/8
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When using two 24-port control switches per standard rack:

link Port on An link Port on
Rack Control Switch ID Sec:::dary C(:)r:t(:'ol Sv«Yitch Masltj:r Cont:of :witch
2 GigabitEthernet0/1 FastEthernet0/2
2 12 GigabitEthernet0/1 FastEthernet0/12
3 GigabitEthernet0/1 FastEthernet0/3
3 13 GigabitEthernet0/1 FastEthernet0/13
4 GigabitEthernet0/1 FastEthernet0/4
N 14 GigabitEthernet0/1 FastEthernet0/14
5 GigabitEthernet0/1 FastEthernet0/5
> 15 GigabitEthernet0/1 FastEthernet0/15
6 GigabitEthernet0/1 FastEthernet0/6
° 16 GigabitEthernet0/1 FastEthernet0/16
7 GigabitEthernet0/1 FastEthernet0/7
! 17 GigabitEthernet0/1 FastEthernet0/17
8 GigabitEthernet0/1 FastEthernet0/8
® 18 GigabitEthernet0/1 FastEthernet0/18

Once the secondary control switches for the rack are cabled, add them to NETLAB+ VE,
per Section 9.1.1.

The port assignments and roles for secondary control switches vary by
rack type. Specific guidance for each rack type is provided in
subsequent sections.
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8.6 Setup for MAP 1U or MAP 2U Racks

The following section is specific to MAP 1U or MAP 2U racks, containing MAP or
MAPASA pods. The following steps should already be completed.

e MAP pod lab equipment racked according to MAP 1U or MAP 2U layout
(described earlier).

e Secondary control switches added and configured in NETLAB+ VE.

e Access server added and configured in NETLAB+ VE.

8.6.1 MAP Rack - Control Switch Configuration

Connect MAP or MAPASA pods to the rack’s secondary control switch(es) and configure
control switch port roles per the following tables.

When using a single 48-port control switch in the rack:

Control Switch Peer Device
Port Role Name Interface or Port
POD A
1 Lab Device R1 0/0
2 Lab Device R2 0/0
3 Lab Device R2 0/1
4 Lab Device R3 0/0
5 Lab Device S1 6
6 Lab Device S2 11
7 Lab Device S2 18
8 Lab Device S3 18
9 Lab Device ASA (optional) 0
10 Unmanaged No connection
POD B
11 Lab Device R1 0/0
12 Lab Device R2 0/0
13 Lab Device R2 0/1
14 Lab Device R3 0/0
15 Lab Device S1 6
16 Lab Device S2 11
17 Lab Device S2 18
18 Lab Device S3 18
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Control Switch

19
20

21
22
23
24
25
26
27
28
29
30

31
32
33
34
35
36
37
38
39
40

41
42
43
44
45
46
47
48
GigabitEthernet0/0
GigabitEthernet0/1

10/12/2021

Lab Device

Unmanaged

Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device

Unmanaged

Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device

Unmanaged

PDU

PDU

PDU

PDU
Unmanaged
Unmanaged
Unmanaged
Access Server
Control Switch

Unmanaged

ASA (optional)
No connection
POD C

R1

R2

R2

R3

S1

S2

S2

S3

ASA (optional)
No connection
POD D

R1

R2

R2

R3

S1

S2

S2

S3

ASA (optional)
No connection
Control Devices
PDU A

PDU B

PDU C

PDU D

No connection
No connection
No connection
Access Server
Control Switch 1

No connection

AINDG

Peer Device

0

0/0
0/0
0/1
0/0

11
18
18

0/0
0/0
0/1
0/0

11
18
18

o O o o

0/0
2-18
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When using two (2) 24-port control switches in the rack:

Control Switch A

Port

10

11
12
13
14
15
16
17
18
19
20

21
22
23
24
GigabitEthernet0/0
GigabitEthernet0/1

10/12/2021

Role

Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device

Unmanaged

Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device

Unmanaged

PDU
PDU
PDU
PDU
Control Switch

Access Server

Name
POD A
R1
R2
R2
R3
S1
S2
S2
S3
ASA (optional)
No connection
POD B
R1
R2
R2
R3
S1
S2
S2
S3
ASA (optional)
No connection
Control Devices
PDU A
PDU B
PDU C
PDU D
Control Switch 1

Access Server

AINDG

Peer Device

Interface or Port

0/0
0/0
0/1
0/0

11
18
18

0/0
0/0
0/1
0/0

11
18
18

Ethernet
Ethernet
Ethernet
Ethernet

2-18
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N oo o bW

O o

11
12
13
14
15
16
17
18
19
20

21
22
23
24

GigabitEthernet0/0
GigabitEthernet0/1

10/12/2021

Port

Control Switch B

Role

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Unmanaged

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Lab Device

Unmanaged

Unmanaged

Unmanaged

Unmanaged

Unmanaged

Control Switch

Unmanaged

Name
POD C
R1
R2
R2
R3
S1
S2
S2
S3
ASA (optional)
No connection
POD D
R1
R2
R2
R3
s1
S2
S2
S3
ASA (optional)
No connection
Control Devices
No connection
No connection
No connection
No connection
Control Switch 1

No connection

AINDG

Peer Device

0/0
0/0
0/1
0/0

11
18
18

0/0
0/0
0/1
0/0

11
18
18
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8.6.2 MAP Rack — Normal PDU Configuration

Each MAP or MAPASA pod uses one 8-outlet PDU in a normal configuration. Connect
each lab device to the PDU as follows. See also the alternate configuration for normal
MAP pods.

Outlet Lab Device
1 R1
2 R2
3 R3
4 S1
5 S2
6 S3
7 ASA (optional)
8 Not connected

8.6.3 MAP Rack — Alternate PDU Configuration

It is possible to eliminate one of the PDU devices in the rack if all four ASA devices are
omitted. In this case, MAP pods A, C, and D are cabled normally per the previous
section, and MAP Pod B can be split across three PDUs on outlets 7 and 8 as follows:

PDU/Outlet POD B / Lab Device
A/7 R1
A/8 R2
B/7 R3
B/8 S1
c/7 S2
Cc/8 S3

The alternate PDU configuration assumes power cords for Pod B will
reach the three PDU devices. Check cable length and adjust PDU
placement accordingly.
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8.6.4 MAP Rack - Access Server Configuration

Connect lab devices to the access server per the following table.

e Port numbers represent physical connections.
e Line numbers represent logical connections and will be used later in the pod
setup process.

Cisco 4321 Cisco 2901 Cisco 2600

(2) NIM-16A (2) HWIC-16A (1) NM-32A
Lab Device Port Line Port Line Port Line
POD A
R1 0/1/0 2 0/0/0 3 1/0 33
R2 0/1/1 3 0/0/1 4 1/1 34
R3 0/1/2 4 0/0/2 5 1/2 35
S1 0/1/3 5 0/0/3 6 1/3 36
S2 0/1/4 6 0/0/4 7 1/4 37
S3 0/1/5 7 0/0/5 8 1/5 38
ASA 0/1/6 8 0/0/6 9 1/6 39
(optional)
Not 0/1/7 9 0/0/7 10 1/7 40
connected
POD B
R1 0/1/8 10 0/0/8 11 1/8 41
R2 0/1/9 11 0/0/9 12 1/9 42
R3 0/1/10 12 0/0/10 13 1/10 43
S1 0/1/11 13 0/0/11 14 1/11 44
S2 0/1/12 14 0/0/12 15 1/12 45
S3 0/1/13 15 0/0/13 16 1/13 46
ASA 0/1/14 16 0/0/14 17 1/14 47
(optional)
Not 0/1/15 17 0/0/15 18 1/15 48
connected
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POD C
R1
R2
R3
S1
S2
S3

ASA
(optional)

Not
connected

POD D
R1
R2
R3
S1
S2
S3

ASA
(optional)

Not
connected

10/12/2021

0/2/0
0/2/1
0/2/2
0/2/3
0/2/4
0/2/5
0/2/6

0/2/7

0/2/8

0/2/9

0/2/10
0/2/11
0/2/12
0/2/13
0/2/14

0/2/15
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26
27
28
29
30
31
32

33

34
35
36
37
38
39
40

41

0/1/0
0/1/1
0/1/2
0/1/3
0/1/4
0/1/5
0/1/6

0/1/7

0/1/8

0/1/9

0/1/10
0/1/11
0/1/12
0/1/13
0/1/14

0/1/15

18
20
21
22
23
24
25

26

27

29
30
31
32
33

34

AINDG

1/16
1/17
1/18
1/19
1/20
1/21
1/22

1/23

1/24
1/25
1/26
1/27
1/28
1/29
1/31

1/31

49
50
51
52
53
54
55

56

58
59
60
61
62
63

64
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8.6.5 Intra-Pod Cabling for MAP Pods

The following additional connections are made between lab devices in a MAP or
MAPASA pod. Ignore ASA connections in the table for regular MAP pod (without ASA).

Control device connections are not included in this table.

From From From To To To
Device Interface Cable Cable Device Interface

Required Intra-pod Cabling

R1 Serial0/0 V.35 Female V.35 Male R2 Serial0/0
DCE DTE

R2 Serial0/1 V.35 Female V.35 Male R3 Serial0/1
DCE DTE

R3 Serial0/0 V.35 Female V.35 Male R1 Serial0/1
DCE DTE

S1 Port 1 Cat5e S2 Port 1

S1 Port 2 Cat5e S2 Port 2

S1 Port 5 Cat5e R1 Ethernet0/1

S2 Port 3 Cat5e S3 Port 1

S2 Port 4 Cat5e S3 Port 2

S3 Port 3 Cat5e S1 Port 3

S3 Port 4 Cat5e S1 Port 4

S3 Port 5 Cat5e R3 Ethernet0/1

Optional Intra-pod Cabling

ASA Ethernetl Cat5e S2 Port 24
ASA Ethernet2 Cat5e S1 Port 24
ASA Ethernet3 Cat5e S3 Port 24

8.7 Setup for Cuatro 1U Rack

The following section is specific to the Cuatro 1U rack layout, containing CRP and CSP
pods. The following steps should already be completed.

e Lab equipment racked according to CUATRO 1U layout (described earlier).

e Secondary control switches added and configured in NETLAB+ VE.
e Access server added and configured in NETLAB+ VE.
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8.7.1 Cuatro 1U Rack - Control Switch Configuration

Connect CRP pods and CSP pods to the rack’s secondary control switch(es) and
configure control switch port roles per the following tables.

When using a single 48-port control switch in the rack:

Control Switch Peer Device
Port Role Name Interface or Port
POD CRP A
1 Lab Device R1 0/0
2 Lab Device R1 0/1
3 Lab Device R2 0/0
4 Lab Device R2 0/1
5 Lab Device R3 0/0
6 Lab Device R3 0/1
7 Lab Device R4 0/0
8 Lab Device R4 0/1
POD CRP B
9 Lab Device R1 0/0
10 Lab Device R1 0/1
11 Lab Device R2 0/0
12 Lab Device R2 0/1
13 Lab Device R3 0/0
14 Lab Device R3 0/1
15 Lab Device R4 0/0
16 Lab Device R4 0/1
POD CRP C
17 Lab Device R1 0/0
18 Lab Device R1 0/1
19 Lab Device R2 0/0
20 Lab Device R2 0/1
21 Lab Device R3 0/0
22 Lab Device R3 0/1
23 Lab Device R4 0/0
24 Lab Device R4 0/1
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25
26
27
28
29
30
31
32

33
34
35
36

37
38
39
40

41
42
43
44

45
46
47
48

GigabitEthernet1/0

GigabitEthernet1/1

10/12/2021

Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device
Lab Device

Lab Device

Lab Device
Lab Device
Lab Device

Lab Device

Lab Device
Lab Device
Lab Device

Lab Device

Lab Device
Lab Device
Lab Device

Lab Device

Lab Device
Lab Device
Lab Device

Lab Device

Control Switch

Access Server

POD CRP D
R1

R1

R2

R2

R3

R3

R4

R4

POD CSP A
ALS1

ALS2

DLS1

DLS2

POD CSP B
ALS1

ALS2

DLS1

DLS2

POD CSP C
ALS1

ALS2

DLS1

DLS2

POD CSP D
ALS1

ALS2

DLS1

DLS2
Control Devices
Control Switch 1

Access Server

AINDG

0/0
0/1
0/0
0/1
0/0
0/1
0/0
0/1

Port 6
Port 6
Port 6

Port 6

Port 6
Port 6
Port 6

Port 6

Port 6
Port 6
Port 6

Port 6

Port 6
Port 6
Port 6

Port 6

2-18
0/0
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When using two (2) 24-port control switches in the rack:

Control Switch A Peer Device
Port Role Name Interface or Port
POD CRP A
1 Lab Device R1 0/0
2 Lab Device R1 0/1
3 Lab Device R2 0/0
4 Lab Device R2 0/1
5 Lab Device R3 0/0
6 Lab Device R3 0/1
7 Lab Device R4 0/0
8 Lab Device R4 0/1
POD CRP B
9 Lab Device R1 0/0
10 Lab Device R1 0/1
11 Lab Device R2 0/0
12 Lab Device R2 0/1
13 Lab Device R3 0/0
14 Lab Device R3 0/1
15 Lab Device R4 0/0
16 Lab Device R4 0/1
POD CRP C
17 Lab Device R1 0/0
18 Lab Device R1 0/1
19 Lab Device R2 0/0
20 Lab Device R2 0/1
21 Lab Device R3 0/0
22 Lab Device R3 0/1
23 Lab Device R4 0/0
24 Lab Device R4 0/1

Control Devices
GigabitEthernet1/0 Control Switch Control Switch 1 2-18

GigabitEthernet1/1 Access Server Access Server 0/0
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Control Switch B Peer Device
Port Role Name Interface or Port

POD CRP D

1 Lab Device R1 0/0

2 Lab Device R1 0/1

3 Lab Device R2 0/0

4 Lab Device R2 0/1

5 Lab Device R3 0/0

6 Lab Device R3 0/1

7 Lab Device R4 0/0

8 Lab Device R4 0/1
POD CSP A

9 Lab Device ALS1 Port 6

10 Lab Device ALS2 Port 6

11 Lab Device DLS1 Port 6

12 Lab Device DLS2 Port 6
POD CSP B

13 Lab Device ALS1 Port 6

14 Lab Device ALS2 Port 6

15 Lab Device DLS1 Port 6

16 Lab Device DLS2 Port 6
POD CSP C

17 Lab Device ALS1 Port 6

18 Lab Device ALS2 Port 6

19 Lab Device DLS1 Port 6

20 Lab Device DLS2 Port 6
POD CSP D

21 Lab Device ALS1 Port 6

22 Lab Device ALS2 Port 6

23 Lab Device DLS1 Port 6

24 Lab Device DLS2 Port 6
Control Devices

GigabitEthernet1/0 Control Switch Control Switch 1 2-18

GigabitEthernet1/1 Unmanaged Not implemented
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8.7.2 Cuatro 1U Rack - Control Switch Ports for PDU Devices

Due to the high density of lab devices in the Cuatro 1U rack, there are no control switch
ports in the Cuatro 1U rack allocated to PDU devices. The PDU devices for a Cuatro 1U
rack can be connected to a control switch in a different rack. This can be the master
control switch or any secondary control switch with unused ports. Be sure to configure
the PDU role on the control switch ports you choose.

8.7.3 Cuatro 1U Rack - PDU Configuration

Cable the PDU outlets per the following table.

Outlet Lab Device

PDU A

1 POD CRP A -R1
2 POD CRP A —R2
3 POD CRP A —R3
4 POD CRP A —R4
5 POD CRP B—-R1
6 POD CRP B —R2
7 POD CRP B—R3
8 POD CRP B —R4
PDUB

1 POD CRP C—R1
2 POD CRP C—R2
3 POD CRP C—R3
4 POD CRP C—-R4
5 POD CRP D —R1
6 POD CRP D —R2
7 POD CRP D —-R3
8 POD CRP D—-R4

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 56


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide

PDU C

N oo u op oW

PDU D

10/12/2021

POD CSP A—ALS1
POD CSP A — ALS2
POD CSP A-DLS1
POD CSP A—DLS2
POD CSP B — ALS1
POD CSP B — ALS2
POD CSP B — DLS1
POD CSP B — DLS2

POD CSP C—-ALS1
POD CSP C — ALS2
POD CSP C-DLS1
POD CSP C—-DLS2
POD CSP D —ALS1
POD CSP D — ALS2
POD CSP D -DLS1
POD CSP D — DLS2
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8.7.4 Cuatro 1U Rack - Access Server Configuration

Connect lab devices to the access server per the following table.

e Port numbers represent physical connections.
e Line numbers represent logical connections and will be used later in the pod
setup process.

Lab Device
POD CRP A
R1
R2
R3
R4
POD CRP B
R1
R2
R3
R4

POD CRP C
R1

R2

R3

R4

POD CRP D
R1

R2

R3

R4

POD CSP A
ALS1

ALS2

DLS1

DLS2

10/12/2021

Cisco 4321
(2) NIM-16A
Port Line
0/1/0 2
0/1/1 3
0/1/2 4
0/1/3 5
0/1/4 6
0/1/5 7
0/1/6 8
0/1/7 9
0/1/8 10
0/1/9 11
0/1/10 12
0/1/11 13
0/1/12 14
0/1/13 15
0/1/14 16
0/1/15 17
0/2/0 26
0/2/1 27
0/2/2 28
0/2/3 29

Cisco 2901
(2) HWIC-16A
Port Line
0/0/0 3
0/0/1 4
0/0/2 5
0/0/3 6
0/0/4 7
0/0/5 8
0/0/6 9
0/0/7 10
0/0/8 11
0/0/9 12
0/0/10 13
0/0/11 14
0/0/12 15
0/0/13 16
0/0/14 17
0/0/15 18
0/1/0 18
0/1/1 20
0/1/2 21
0/1/3 22

AINDG

1/0
1/1
1/2
1/3

1/4
1/5
1/6
1/7

1/8
1/9
1/10
1/11

1/12
1/13
1/14
1/15

1/16
1/17
1/18
1/19

Cisco 2600

(1) NM-32A

Port
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33
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35
36

37
38
39
40

41
42
43
44

45
46
47
48

49
50
51
52

Line
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POD CSP B
ALS1
ALS2
DLS1
DLS2
POD CSP C
ALS1
ALS2
DLS1
DLS2
POD CSP D
ALS1
ALS2
DLS1
DLS2

8.8 Setup for Cuatro 2U Rack

0/2/4
0/2/5
0/2/6
0/2/7

0/2/8
0/2/9
0/2/10
0/2/11

0/2/12
0/2/13
0/2/14
0/2/15

30
31
32
33

34
35
36
37

38
39
40
41

0/1/4
0/1/5
0/1/6
0/1/7

0/1/8
0/1/9
0/1/10
0/1/11

0/1/12
0/1/13
0/1/14
0/1/15

23
24
25
26

27
28
29
30

31
32
33
34

AINDG

1/20
1/21
1/22
1/23

1/24
1/25
1/26
1/27

1/28
1/29
1/31
1/31

53
54
55
56

57
58
59
60

61
62
63
64

The following section is specific to the Cuatro 2U rack layout, containing CRP and CSP

pods. The following steps should already be completed.

e Lab equipment racked according to CUATRO 2U layout (described earlier).
e Secondary control switches added and configured in NETLAB+ VE.
e Access server added and configured in NETLAB+ VE.

10/12/2021
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8.8.1 Cuatro 2U Rack - Control Switch Configuration

Connect CRP pods and CSP pods to the rack’s secondary control switch(es) and
configure control switch port roles per the following tables.

When using a single 48-port control switch in the rack:

Control Switch Peer Device
Port Role Name Interface or Port
POD CRP A
1 Lab Device R1 0/0
2 Lab Device R1 0/1
3 Lab Device R2 0/0
4 Lab Device R2 0/1
5 Lab Device R3 0/0
6 Lab Device R3 0/1
7 Lab Device R4 0/0
8 Lab Device R4 0/1
POD CRP B
9 Lab Device R1 0/0
10 Lab Device R1 0/1
11 Lab Device R2 0/0
12 Lab Device R2 0/1
13 Lab Device R3 0/0
14 Lab Device R3 0/1
15 Lab Device R4 0/0
16 Lab Device R4 0/1
POD CRP C
17 Lab Device R1 0/0
18 Lab Device R1 0/1
19 Lab Device R2 0/0
20 Lab Device R2 0/1
21 Lab Device R3 0/0
22 Lab Device R3 0/1
23 Lab Device R4 0/0
24 Lab Device R4 0/1

Placeholder for POD CRP D
Not Implemented in Cuatro 2U Rack
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Control Switch Peer Device
25 Unmanaged Not implemented
26 Unmanaged Not implemented
27 Unmanaged Not implemented
28 Unmanaged Not implemented
29 Unmanaged Not implemented
30 Unmanaged Not implemented
31 Unmanaged Not implemented
32 Unmanaged Not implemented
POD CSP A
33 Lab Device ALS1 Port 6
34 Lab Device ALS2 Port 6
35 Lab Device DLS1 Port 6
36 Lab Device DLS2 Port 6
POD CSP B
37 Lab Device ALS1 Port 6
38 Lab Device ALS2 Port 6
39 Lab Device DLS1 Port 6
40 Lab Device DLS2 Port 6
POD CSP C
41 Lab Device ALS1 Port 6
42 Lab Device ALS2 Port 6
43 Lab Device DLS1 Port 6
44 Lab Device DLS2 Port 6

Control Devices

45 PDU PDU CRP A/ CRP B Ethernet Mgt.
46 PDU PDU CRP C/CSP A Ethernet Mgt.
47 PDU PDUCSPB/CSPC Ethernet Mgt.
48 Unmanaged Not implemented

GigabitEthernet1/0 Control Switch Control Switch 1 2-18
GigabitEthernet1/1 Access Server Access Server 0/0
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When using two (2) 24-port control switches in the rack:

Control Switch A Peer Device
Port Role Name Interface or Port
POD CRP A
1 Lab Device R1 0/0
2 Lab Device R1 0/1
3 Lab Device R2 0/0
4 Lab Device R2 0/1
5 Lab Device R3 0/0
6 Lab Device R3 0/1
7 Lab Device R4 0/0
8 Lab Device R4 0/1
POD CRP B
9 Lab Device R1 0/0
10 Lab Device R1 0/1
11 Lab Device R2 0/0
12 Lab Device R2 0/1
13 Lab Device R3 0/0
14 Lab Device R3 0/1
15 Lab Device R4 0/0
16 Lab Device R4 0/1
POD CRP C
17 Lab Device R1 0/0
18 Lab Device R1 0/1
19 Lab Device R2 0/0
20 Lab Device R2 0/1
21 Lab Device R3 0/0
22 Lab Device R3 0/1
23 Lab Device R4 0/0
24 Lab Device R4 0/1

Control Devices
GigabitEthernet1/0 Control Switch Control Switch 1 2-18

GigabitEthernet1/1 Access Server Access Server 0/0
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Control Switch B

Port

10
11
12
13
14
15
16

17
18
19
20
21
22
23
24

GigabitEthernet1/0
GigabitEthernet1/1

10/12/2021

Role

Lab Device
Lab Device
Lab Device
Lab Device
Unmanaged
Unmanaged
Unmanaged

Unmanaged

Lab Device
Lab Device
Lab Device
Lab Device
Unmanaged
Unmanaged
Unmanaged

Unmanaged

Lab Device
Lab Device
Lab Device
Lab Device
Unmanaged
Unmanaged
Unmanaged

Unmanaged

Control Switch

Unmanaged

Name
POD CSP A
ALS1
ALS2
DLS1
DLS2
Not implemented
Not implemented
Not implemented
Not implemented
POD CSP B
ALS1
ALS2
DLS1
DLS2
Not implemented
Not implemented
Not implemented
Not implemented
POD CSP C
ALS1
ALS2
DLS1
DLS2
Not implemented
Not implemented
Not implemented
Not implemented
Control Devices
Control Switch 1

Not implemented

AINDG

Peer Device

Interface or Port

Port 6
Port 6
Port 6

Port 6

Port 6
Port 6
Port 6
Port 6

Port 6
Port 6
Port 6

Port 6
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8.8.2 Cuatro 2U Rack - PDU Configuration

Cable the PDU outlets per the following table.

Outlet

PDU CRP A/B
1
2
3

7
8
PDU CRP B/CSP A
1
2
3

7
8
PDU CSP B/C
1
2
3

10/12/2021

Lab Device

POD CRP A-R1
POD CRP A—R2
POD CRP A—R3
POD CRP A—R4
POD CRP B—-R1
POD CRP B —R2
POD CRP B—-R3
POD CRP B—-R4

POD CRP C—-R1
POD CRP C—R2
POD CRP C—-R3
POD CRP C—-R4
POD CSP A—ALS1
POD CRP A —ALS2
POD CRP A —-ALS3
POD CRP A —ALS4

POD CSP B —ALS1
POD CSP B — ALS2
POD CSP B —DLS1
POD CSP B — DLS2
POD CSP C—ALS1
POD CSP C — ALS2
POD CSP C—-DLS1
POD CSP C — DLS2

AINDG
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8.8.3 Cuatro 2U Rack - Access Server Configuration

Connect lab devices to the access server per the following table.

e Port numbers represent physical connections.
e Line numbers represent logical connections and will be used later in the pod
setup process.

Lab Device
POD CRP A
R1
R2
R3
R4
POD CRP B
R1
R2
R3
R4

POD CRP C
R1

R2

R3

R4

POD CSP A
ALS1

ALS2

DLS1

DLS2

POD CSP B
ALS1

ALS2

DLS1

DLS2

10/12/2021

Cisco 4321
(2) NIM-16A
Port Line
0/1/0 2
0/1/1 3
0/1/2 4
0/1/3 5
0/1/4 6
0/1/5 7
0/1/6 8
0/1/7 9
0/1/8 10
0/1/9 11
0/1/10 12
0/1/11 13
0/1/12 14
0/1/13 15
0/1/14 16
0/1/15 17
0/2/0 26
0/2/1 27
0/2/2 28
0/2/3 29

Cisco 2901
(2) HWIC-16A
Port Line
0/0/0 3
0/0/1 4
0/0/2 5
0/0/3 6
0/0/4 7
0/0/5 8
0/0/6 9
0/0/7 10
0/0/8 11
0/0/9 12
0/0/10 13
0/0/11 14
0/0/12 15
0/0/13 16
0/0/14 17
0/0/15 18
0/1/0 18
0/1/1 20
0/1/2 21
0/1/3 22

AINDG

1/0
1/1
1/2
1/3

1/4
1/5
1/6
1/7

1/8
1/9
1/10
1/11

1/12
1/13
1/14
1/15

1/16
1/17
1/18
1/19

Cisco 2600

(1) NM-32A

Port
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39
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41
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43
44

45
46
47
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49
50
51
52

Line
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POD CSP C
ALS1
ALS2
DLS1
DLS2

0/2/4
0/2/5
0/2/6
0/2/7

30
31
32
33

0/1/4
0/1/5
0/1/6
0/1/7

23
24
25
26

Unused Ports on Line Card (Octopus Cable Not Required)

Not used
Not used
Not used
Not used
Not used
Not used
Not used

Not used

0/2/8

0/2/9

0/2/10
0/2/11
0/2/12
0/2/13
0/2/14
0/2/15

34
35
36
37
38
39
40
41

0/1/8

0/1/9

0/1/10
0/1/11
0/1/12
0/1/13
0/1/14
0/1/15

8.9 Intra-pod Cabling for CRP Pods

AINDG

1/20
1/21
1/22
1/23

1/24
1/25
1/26
1/27
1/28
1/29
1/31
1/31

53
54
55
56

57
58
59
60
61
62
63
64

The following additional connections are made between lab devices in a Cuatro Router

Pod (CRP).

From
Device

Required Intra-pod Cabling

R1

R2

R3

R4

10/12/2021

Control device connections are not shown in this table.

From

Interface

Serial0/0

Serial0/1

Serial0/0

Serial0/0

Serial0/1

Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com

From
Cable

V.35 Female
DCE

V.35 Female
DCE

V.35 Female
DCE

V.35 Male
DTE

V.35 Male
DTE

To
Cable

V.35 Male
DTE

V.35 Male
DTE

V.35 Male
DTE

V.35 Female
DCE

V.35 Female
DCE

R2

R3

R1

R3

R3

To

Device

To

Interface

Serial0/0

Serial0/1

Serial0/1

Serial0/2

Serial0/3
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8.10 Intra-pod Cabling for CSP Pods

AINDG

The following additional connections are made between lab devices in a Cuatro Switch

Pod (CSP).

From
Device

ALS1

ALS2

DLS1

DLS2

10/12/2021

Control device connections are not included in this table.

Interface

Port 7

Port 8

Port 11

Port 12

Port 7

Port 8

Port 9

Port 10

Port 11

Port 12

Port9

Port 10

Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com

Catbe

Cat5e

Cat5e

Catbe

Cat5e

Catbe

Catbe

Cat5e

Catbe

Cat5e

Cat5e

Cat5e

DLS1

DLS1

ALS2

ALS2

DLS2

DLS2

ALS2

ALS2

DLS2

DLS2

ALS1

ALS1

To
Interface

Port 7

Port 8

Port 11

Port 12

Port 7

Port 8

Port 9

Port 10

Port 11

Port 12

Port 9

Port 10
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9 Adding Control Devices to the Infrastructure

In this section, we document the procedures for adding the control
devices using the NETLAB+ VE user interface. These procedures are

referenced at various steps in this guide.

To manage control devices, select Control Devices from the Pods and

Infrastructure section of the Administrator Home page. The control devices

page will be displayed, listing the 3 types of control devices. Each type of
control device is described in detail in the subsections below.

— Control Switches
_

Manaage control switches that connect real lab equipment to
NETLAB+ and virtual infrastructure.

Access Servers

v
I

Manage asynchronous terminal servers that provide console
access to real lab equipment.

Power Distribution Units

"

Manage power distribution units that provide switched
outlets for real lab equipment.

9.1 Control Switches

msmsl)  Control switches are used to connect real lab equipment to NETLAB+ and the virtual

infrastructure. Control switches can provide a temporary TFTP path for automated
management of |0S images in lab devices. Control switches function as virtual Ethernet hubs
in lab topologies when the lab is active. Control switches provide internal connectivity
between NETLAB+, access servers, remote PCs, and PDUs.

To access control switches, select Control Switches on the Control Devices page. The control
switches currently defined on your system (if any) will be displayed.
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= Control Switch List

Unit # Type IP Address Serial Number # Ports Status Action
1 WS-C2060-24TT-L 169.254.1.11  FOC1145Z91D 26 © ONLINE -
2 WS-C2950T-24 169.254.1.12 FOCOB12X2Y4 26 © ONLINE -

Show 25 v |entries Showing 1102 of 2items

m © Add control Switch

See the subsections below for information on adding a control switch and
viewing/configuring control switch settings.

9.1.1 Adding a Control Switch
Follow the steps below to add a control switch to your NETLAB+ system.
1. Select the option to Add a Control Switch, from the Admin > Control Devices >
Control Switches page.

2. The New Control Switch Screen will be displayed. Select a Unit # and Type, and
then click Next.

= New Control Switch

Unit# 1 «

Type  Cisco Universal Control Switch Driver -~

All currently supported control switches should be added using the
Cisco Universal Control Switch Driver, which will allow NETLAB+ to
recognize the specific switch model and automate configuration of the
switch. For supported control switches, see Control Switch
Requirements.
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3. The control switch has been added. Click Next to configure the switch and
establish communication with NETLAB+, as described in the next section.

o Control switch added.

« Next you will be prompted to configure the control switch and
establish communication with NETLAB+.

o= o=

Power off any lab devices connected to this switch until the control
switch is configured and the pods in which they belong have been

added to NETLAB+.

9.1.2 Configuring a Control Switch

Those who are familiar with the setup of NETLAB AE and PE will recall
the requirement that pod port numbers be consecutive. NETLAB+ VE
does not require port numbers to be consecutive; you may use any
ports available. The use of consecutive pod ports is however
considered best practice and will aid in simplifying the design, cabling,
and troubleshooting of your system.

The configuration commands required to automate your switch will be generated by
NETLAB+ and displayed after adding a new switch or when selecting the option to
configure an existing switch.

1. Connect a PC with a serial port and terminal software to the control switch

console port and enter the I0OS commands provided. This will provide enough
configuration so that NETLAB+ can manage the control switch.
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#+ Configure Control Switch 2

Switch» enable

clean configuration recommended if first time used with NETLAB+
switch# write erase

Switch# reload

Configure baosic IP settings on interfoce connected to control switch

Switch» enable

Switch# configure term
switch{config)# interface vlan 1
Switch{config-if)# W =M
Switch{config-if)# no shutdown
Switch{config-if)# exit

Set the enable secret password
Switch# enable secret cisco

Enable spanning tres MST mode (only do this from console portl!)
Switch{config)# spanning-tree mode mst

Switch{config)# spanning-tree portfast default

Switch{config)# spanning-tree extend system-id

Switch{config)# spanning-tree mst configuration

AINDG

2. Click Next after you have entered the commands (copy the commands
generated on your system, they will vary from the partial example below).

Switch{config-mst)#
switch{config-mst)2
Switch{config-ms
Switch{config-mst)#

revision 1

Allow NETLAB+ fo conmect to wviy
Switch{config)# line 84

3. The Configuring Control Switch page will be displayed, showing the configuration
in progress. If errors occur, it may be necessary to troubleshoot the errors, enter
the commands again (select Configure to view the I0S commands again), and
retry the configuration. Upon successful completion, click Configure Ports (next),
and continue to the next section.

13
Notice the bug icon in the upper-right corner of the picture
below. Selecting the bug icon allows you to see all available debug

output, which can be very helpful when troubleshooting.

%+ Configuring Control Switch - Unit 2

Progress - COMPLETE

Showing - 717/717

| CSW2:0809] {CRI{LF}
| CSW2:0018 | netlab-csw2>

=

login to CSW2 succeeded

L

CSW2 sending cmd "term length @°

¥ output
|CSW2:0011|term length @{CR}{LF}
|CSW2:0012|netlab-csul>

< =

vlans on control switch 2 are in sync

=

output
| CSW2:0812] {BEL Jexit{CR}{LF}

vlans found = 1, 3, 1@, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 23, 24, 25, 26, 27, 1082, 1003, 1004, L

| CSW2:0014 |Connection closed by foreign host.{CR}{LF}

task NRUM-BQNV-XMLF returned HDR result

= o

output
| CSW2:0612|AZ{CR}{LF}
| CSW2:0613 | netlab-csw2#exit{CR}{LF}

|CSW2:8614 |Connection closed by foreign host.{CR}{LF}

+ configuration succeeded with @ errors, 8 warnings -

£ Configure Ports (next)

nicel
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9.1.3 Control Switch Port Roles

Each port on a control switch is assigned one of the following roles:

Port Role Description

LAB:FREE Port is available for lab device connection.
LAB:ROUTER Port is connected to a lab router.

LAB:SWITCH Port is connected to a lab switch.

LAB:FIREWALL Port is connected to a lab firewall.
CONTROL:SWITCH Port is connected to another control switch.
CONTROL:ACCESS Port is connected to an access server.
CONTROL:PDU Port is connected to a power distribution unit.
CONTROL:VMS Port is connected to a VM host server.
UNMANAGED Port is not configured or managed by NETLAB+ VE.

e Ports designated with LAB roles connect to lab devices. During normal operation,
these ports are automatically placed in unique or common VLANSs to simulate
one or more Ethernet segments required by the topology of the pod, and to
connect the real equipment and virtual machines in a pod. A single control
switch can have LAB ports for several pods. LAB ports are automatically
configured based on the peer device type and lab exercise requirements.

e Ports designated with CONTROL roles are used to provide the framework to
interconnect NETLAB+ and control devices. CONTROL ports are automatically
configured based on the peer device. For example, a CONTROL:VMS port will be
configured with 802.1q trunking turned on.

e Ports designated with the UNMANAGED role are not configured by NETLAB+ VE.

They may be used by advanced custom pod designs requiring specialized
external connectivity.

The Ethernet Ports page is displayed after configuring a new switch or by selecting the
Ports option on the Control Switch detail page for an existing switch.

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 72


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide IIIINDG

1. You will select the role to assign to the ports. The role of an Ethernet port refers
to the type of device that you intend to connect to the port. You may select
multiple Ethernet ports that you wish to assign the same role, using the Select
checkbox and then clicking the option to Set Port Rules.

i** Control Switch - Unit 2 - Ethernet Ports Search

Port Role State Speed  Duplex VLAN Peer Select
FastEthernet0/21 LAB:FREE © ADMIN_DOWN

FastEthernet0/22 LAB:FREE © ADMIN_DOWN

FastEthernet0/23 LAB:FREE © ADMIN_DOWN

FastEthernet0/24 LAB:FREE @ ADMIN_DOWN

GigabitEthernet0/1 UNMANAGED © DOWN TRUNK_DESIRABLE
GigabitEthernet0/2 UNMAMNAGED © DOWN TRUNK_DESIRABLE

Show| 10 v entries Showing 21to 26 of 26items < | 1|2 E

[ © oismiss | Set Port Roles

2. You will be prompted to make a selection on the Select Port Role pop-up page.
The port role will be applied to all Ethernet ports selected. In the example below,
we have chosen to set the selected port for connection to other control switch.
Click Set Port Role.

Select Port Role

The selected ports will be set to role you assign here. Choose the role that describes the type of device that
is connected to the selected control switch ports.

connection to lab device
connection to access server
@ connection to other control switch
connection to power distribution unit (PDU)
connection to virtual machine server
connection to unmanaged device (port is manually configured)

A NETLAB+ will automatically configure control switch ports based on this setting. An incorrect
sefting may disrupt access to the control switch. It is recommended that you have physical access to
the switch and can console in (just in case).

setPortRole | © cancel|
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3. The Setting Port Roles page will display the configuration in progress of the
port(s) to the selected role. Select Dismiss when the process is completed.

Admin » Control Devices » Control Switches » Unit2 > Set Port Role

' Setting Port Roles

Progress - COMPLETE

o

Showing - 2/45

v (SW2 configured GigabitEthernet®/1 for role CONTROL:SWITCH

v (5W2 configuration saved to nvram

4. The Ethernet Ports page now shows the selected port assigned to the role of
CONTROL: SWITCH, indicating that the port has been configured to use as a
connection to another control switch. In this example, we are configuring this
port on Control Switch 2 as a connection to the Master Control Switch.

10/12/2021

** Control Switch - Unit 2 - Ethernet Ports

Port

FastEthernet0/21

FastEthernet0/22

FastEthernet0,/23

FastEtherneto,/24

Role

LAB:FREE

LAB:FREE

LAB:FREE

LAB:FREE

GigabitEthernet0/1

CONTROL:SWITCH

GigabitEthernet0/2

Show 10 v entries

CONTROL:SWITCH

State

© ADMIN_DOWN

© ADMIN_DOWN

© ADMIN_DOWN

© ADMIN_DOWN

< DOWN

© DOWN

Showing 2110 26 of 26 items

Speed

Duplex

VLAN

TRUNK_DESIRABLE

TRUNK_DESIRABLE

Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com
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9.1.4 Control Switch Port Peer Description

You may find it helpful to make a note of the location of the server, control switch,
access server, or PDU that is connected to a control switch port by setting a Peer
Description.

1. Onthe Ethernet Ports page, click the Action dropdown for a port and select Set
Peer Description.

2% Control Switch - Unit 1 - Ethernet Ports Search
Port Role State Speed = Duplex VLAN Peer Action  Select
FastEthernet0/1 CONTROL:SWITCH Q UP 100 FULL TRUNKING -

£ Set Port Role

FastEthernet0/2 CONTROL:SWITCH @ up 100 FULL TRUNKING — —
| = set peer Description |

FastEthernet0/3 CONTROL:SWITCH © uP 100 FULL TRUNKING -

FastEthernet0 gt CONTROLSWITCH Cgil OWN TRUNK_DESIEARIE -

2. Enter a Peer Description. In this example, we note that this port is an uplink to
Control Switch 2, connected to GO/1. Click Submit.

The peer description of a lab device is automatically set when bound to
a pod and may overwrite information previously entered.

(£ Set Peer Description

Unit # 1
Port  FastEthernet0/1

Role  CONTROL:SWITCH

Peer Description | Uplink to CS2:G0/1
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In the screenshot below, we can see that the peer description is now displayed.

#* Control Switch - Unit 1 - Ethernet Ports

Search
Port Role State Speed = Duplex VLAN Peer Action = Select
FastEthernet0/1 CONTROL:SWITCH Q upP 100 FULL TRUNKING Uplink to CS2:G0/1 -
FastEthernet0/2 CONTROL:SWITCH Q uP 100 FULL TRUNKING -
FastEthernet0/3 CONTROL:SWITCH Q uP 100 FULL TRUNKING -
FastEthernetr* COrERal_SWITCH A DoAY TRUMK_DES'™A=t E -

9.1.5 Viewing Control Switch Details

To see the details of a control switch, follow the steps below.

1. Select View on the Action dropdown for any of the switches on the Control Switch List
page (or simply click anywhere on the row of the desired switch in the list).

= Control Switch List

Unit # Type IP Address Serial Number # Ports Status Action
1 WS-C2060-24TT-L 169.254.1.11 FOC11452%1D 26 © ONLINE -
2 WS-C2950T-24 160.2541.12 FOCOB12X2Y4 26 © ONLINE -
@ View I
Show 25 v entries Showing 1to2of 2items @ Delete
© Add Control Switch ¥ Test
£+ Configure
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2. The Control Switch detail page will be displayed. Several options described in previous
sections are available from this page, including the options to configure the switch and
the control switch port, along with the option to delete the control switch.

NETLAB+ Real Equipment Pod Management Guide

= Control Switch 2

Unit #

Type

Status

Up Time

Last Communication
IP Address

IP Subnet Mask

IP Gateway

Serial Number
#Ports

Reported Model Number

N

2

Cisco Universal Control Switch Driver

© OMNLINE (communication with NETLAB+ server established)

11 days, 00:54:08.45

2017-08-3015:14

169.254.1.12

255.255.255.0

NOMNE (control devices are not on a routable network)
FOC0812X2Y4

26

Ws-C2950T-24

Software Version 12.1(22)EA14

m £E Ports £ Configure W Delete

The options to Test, Configure and Delete are also available from the
Action dropdown on the Control Switch List page.
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9.1.6 Testing a Control Switch
Follow the steps below to test the configuration of a control switch.
1. Select the Test option from the control switch detail page (see above).

2. The Testing Control Switch page will be displayed, showing the test in progress.
Click Dismiss to return to the Control Switch detail page.

k Testing Control Switch - Unit 2

Progress - COMPLETE o Showing-13/59

€ CSW2 software revision 12.1(22)EAl4

O csw2 uptime 3 days, 83:82:19.43

€ CsSW2 detected 26 ethernet ports

O csw2 spanning tree type is M5T

' (SW2 obtained device status via SNMP

CSW2 hostname is properly set to netlab-csw2
CSW2 spanning tree mode is set to MST

C5W2 vtp mode is properly set to TRANSPARENT
C5W2 vtp domain is properly set to NETLAB

CSW2 was able to enter priviledged (enable) mode

L L LKL

vlans on control switch 2 are in sync

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 78


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide llII NDG

9.2 Access Servers

> An access server is an asynchronous terminal server that provides console
= access to real lab equipment. Using this approach, users can access lab gear
even when no configurations have been loaded in the lab devices. NETLAB+ proxies all
connections through the access server. This special proxy allows simultaneous sharing of
console ports and allows all users to access the lab environment using a built-in HTML5
CLI terminal.

When using a HWIC-16A on a router (2901 or 2811) with 10S 15, you
must use version 15.1.4M4(MD), due to a Cisco bug. NDG has tested
15.1.4M4(MD) on all platforms (see Access Server Requirements).

Line Number is used as a unique identifier for access server ports.
Since several models include multiple modules, port number is not a
unique identifier. Instructions for adding/modifying pods and access
servers throughout this guide use access server line numbers for
identification.

Select Access Servers on the Control Devices page. The access servers currently defined on
your system (if any) will be displayed.

»_ Access Server List

Unit#  Type IP Address Serial Number #Lines  Status Action

1 Cisco 2811 + 2 HWIC-16A (Lines 34-65) 169.254.1.31 FTX0908ATMY 32 @ ONLINE -

Showing 110 1of 1items

© Add Access Server

9.2.1 Adding an Access Server
Follow the steps below to add an access server to your NETLAB+ system.
1. Select the option to Add Access Server, from the Admin > Control Devices >
Access Servers page.

2. The New Access Server paged will be displayed. Select a Unit # and Type, and
then click Next.
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>_ New Access Server

Unit# 1 «

Type | Cisco 2811 + 2 HWIC-16A (Lines 34-65) -

Cisco 2811 + 2 HWIC-16A (Lines 34-65)

Cisco 2811 + 3 HWIC-16A (Lines 18-65)

Cisco 2811 + 4 HWIC-16A (Lines 2-65)

Cisco 2811 + NM-32A (Lines 66-97)

Cisco 2811 + NM-32A + 1 HWIC-16A (Lines 50-97)
Cisco 2811 + NM-32A + 2 HWIC-16A (Lines 34-97)

Cisco 2811 + NM-32A + 3 HWIC-16A (Lines 18-97)

4. The access server has been added. Click Next to configure the access server and
establish communication with NETLAB+, as described in the next section.

o Access server added.

= Next you will be prompted to configure the access server and
establish communication with NETLAB+.

on Joo
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9.2.2 Configuring an Access Server

The configuration commands required to automate your access server will be generated
by NETLAB+ and displayed after adding a new access server (see the previous section) or
when selecting the option to configure an existing access server.

1. At this time, the access server should be connected to a reserved control switch
port. This will provide a communication path to the NETLAB+ server.

2. Connect a PC with a serial port and terminal software to the access server
console port and enter the I0OS commands provided. This will provide enough
configuration so that NETLAB+ can manage the access server.

3. Click Next after you have entered the commands (copy the commands
generated on your system, they will vary from the partial example below).

£ Configure Access Server 1

Router> enable

Clean configurotion recommended if first time used with NETLAB+
rRouter# write erase

router# reload

Configure basic IF settings on interface conmected to control switch
rRouter> enable
router# configure term
J# interface GigabitEthernet@/e «<--substitute gccordingly
-if)# . .

fig-if)# no snuTaown
rRouter(config-if)s exit

Set the enable secret possword
router# enable secret cisco

21Ty NETT 48+ —+ '+
Allow NETLAB+ to conhect To viy

Router( ig)# line viy @ 4

Router( ig-line)# password router
Router( ig-line)# login

Router( ig-line}# transport input all
router(cor -line)#-end

The configuration commands include setting the Console and
Enable passwords as shown below. You will need to enter these
passwords if you wish to access the command line interface of
the device.

Console Password: router
Enable Password: cisco
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4. The Configuring Access Server page will be displayed, showing the configuration
in progress. If errors occur, it may be necessary to enter the commands again
(select Configure to view the I0S commands again) or retry the configuration.
Upon successful completion, click Dismiss.

£ Configuring Access Server - Unit 1

Progress - COMPLETE Li] Showing - 10/940

e

access server unit 1 configuration started, task SKUT-MHOG-ANFT

ROM wersion: System Bootstrap, Version 12.4(13r)T11, RELEASE SOFTWARE (fc1)
ATS1 uptime: 3 days, 2 hours, 37 minutes

ATS1 software image: c288@nm-adventerprisek%-mz.124-9.T.bin

ATS1 model number: Cisco 2811 (revision 53.51)

ATS1 serial number: FTX@923A1MY

ATS1 reports 32 terminal lines (some may not be usable for lab devices)
ATS1 configuration saved to nvram

configuration succeeded with & errors, 8 warnings - nice!

Lo QQ@

access server is ready to use

9.2.3 Viewing Access Server Details

To see the settings for an access server, follow the steps below.

1. Select View on the Action dropdown for any of the access servers on the Access Server
List page (or simply click anywhere on the row of the desired access server in the list).

>_ Access Server List

Unit#  Type IP Address Serial Number #Lines  Status Action
1 Cisco 2811 + 2 HWIC-16A (Lines 34-65) 169.254.1.31  FTX0008ATMY 32 © ONLINE -
Showi Tto1of 1it o e
owing 1to1of 1items
’ = Edt
M Delete
© Add Access Server
& Test
£+ Configure
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2. The Access Server detail page will be displayed. The option to configure the access
server (described in a previous section) and the options to edit and delete the access
server are available from this page.

»>_ Access Server 1

Unit # 1
Type Cisco 2811 + 2 HWIC-16A (Lines 34-65)
Status @ ONLINE (communication with NETLAB+ server established)
Up Time 3 days, 3 hours, 17 minutes
Last Communication 2017-08-22 18:14
IP Address  169.254.1.31
IP Subnet Mask 255.255.255.0
IP Gateway  NONE (control devices are not on a routable network)
Serial Number  FTX0908A1MY
#Lines 32
Reported Model Number Cisco 2811 (revision 53.51)

Software Version c2B00nm-adventerprisek9-mz.124-9.T.hin

As you may have noticed, the options to Test, Configure and Delete are
also available from the Action dropdown on the Access Server List

page.
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9.2.4 Editing Access Server Type

Follow the steps below to change the access server type.

To change access server types, the new access server type must
have the same async line numbers that are assigned to lab devices
on the currently selected access server. For example, if a lab device
is configured to use async line 33 on the current access server, then
line 33 must also exist on the new access server.

If it is necessary to change to an access server with a range of line
numbers not inclusive of the original access server, you will need to
unbind any lab devices and re-attach to available line numbers.

1. Select the Edit option from the Access Server detail page (see the section above).
The Edit Access Server page will be displayed. Be sure to keep in mind that the
new access server type must have the same async line numbers that are
assigned to lab devices on the currently selected access server.

In the example below, let us imagine that we are swapping out an access server
due to equipment failure. Our Cisco 2811 + HWIC-16A (Lines 34-65) may be
replaced with a Cisco 2811 + 4 HWIC-16A (Lines 2-65) since all line numbers on
our original access server (34-65) are available on our replacement server (2-65).
So, any lab devices bound to a line on the original access server will have a place
on the new access server.

[# Edit Access Server - Unit 1

New Type  Cisco 2811 + 2 HWIC-16A (Lines 34-65)

Cisco 26xx + NM-16A (Lines 33-48) -
Cisco 2801 + 1 HWIC-16A (Lines 50-65)

Cisco 2801 + 2 HWIC-16A (Lines 18-33, 50-65)

Cisco 2811 + 1 HWIC-16A (Lines 50-65)

Cisco 2811 + 2 HWIC-16A (Lines 34-65)

Cisco 2811 + 3 HWIC-16A (Lines 18-65)

Cisco 2811 + 4 HWIC-16A (Lines 2-65)

Cisco 2811 + NM-32A (Lines 66-97) v
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2. After selecting an appropriate replacement access server type, click Submit.

(# Edit Access Server - Unit 1

New Type ‘ Cisco 2811 + 4 HWIC-16A (Lines 2-65) =

3. A message will indicate that the access server settings were updated. Select
Configure to allow NETLAB+ to reconfigure the access server to match your new
settings (see Configuring an Access Server).

o Access server settings were updated.

» NETLAB+ must reconfigure the access server to match your new settings.

= o
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9.2.5 Testing an Access Server
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Follow the steps below to test the configuration of an access server.

1. Select the Test option from the Access Server detail page (shown above).
2. The Testing Access Server page will be displayed, showing the test in progress.

Click Dismiss to return to the Access Server detail page.

k¥ Testing Access Server - Unit 1

Progress - COMPLETE

Showing - 41/123

10/12/2021

ATS1

ATS1

ATS1

ATS1

ATS1

test

LS NI S S U U N O S ¢

tty
tty
tty
tty
Tty
tty
tty
tty

tty

succeeded with @ errors, @ warnings - nice!

line

line

line

line

line

line

line

line

line

57

58

59

60

61

62

63

64

was

was

was

wWas

was

was

was

was

found

found

found

found

found

found

found

found

65 was found

access server is ready to use
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9.3 Power Distribution Units

The power of each managed device in a NETLAB+ equipment pod is
connected to a power distribution unit (PDU).

The device provides three functions:

e Reboot devices during NETLAB+ automated operations.

e Allow users to control the power of a lab device (making password recovery
possible).

e Power off devices when not in use to reduce energy and cooling requirements.

Select Power Distribution Units on the Control Devices page. The PDUs currently defined on
your system (if any) will be displayed.

& PDU List
PDU# Type Outlets | IP Address MAC Address Serial Number Status Action
1 APC 7900 Switched Rack PDU 8 169.254.1.51 00:c0:b7:cb:87:98 ZA0803002354 @ OMLINE -

Showing 1to 1 of 1items

=

9.3.1 Adding a Power Distribution Unit
Follow the steps below to add a Power Distribution Unit (PDU) to your NETLAB+ system.
1. Select the option to Add PDU, from the Admin > Control Devices > Power
Distribution Units page.

2. The New PDU page will be displayed. Select a Unit # and Type, and then click
Next.

& New PDU

PDU# 1 ~

Type | APC 7900 Switched Rack PDU ~
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3. The PDU has been added. Click Next to configure the PDU and establish
communication with NETLAB+, as described in the next section.

o PDU added.

+ Next you will be prompted to configure the PDU and establish
communication with NETLAB+.

9.3.2 Configuring a Power Distribution Unit

At this time, the PDU should be connected to a reserved control switch port. This will
provide a communication path to the NETLAB+ server.

1. Connect to the PDU console port and configure the SNMP settings shown on the
Configure PDU page.

2. To configure APC® devices, connect using the serial port and cable supplied with
the PDU. If the serial port does not respond at 9600 bps, try 2400 bps (used by
older APC models).

The factory default username is apc. The default password
is also apc. NDG expects these credentials for support, so
please do not change them.

3. Click Next after you have configured the PDU.
£+ Configure PDU 1

IP Address  169.254.1.51
IP Subnet Mask  255.255.255.0
IP Gateway  NONE (control devices are not on a routable network)

SNMPvT Settings # Community Access NMSIP

1 public Read 0.0.0.0

2 private Write+ 0.0.0.0
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4. A message will indicate the PDU is online. Click OK.

o PDU is online.

+ The METLAB+ server was able to establish communication with this PDU using SNMP.

« The status and reported properties of this PDU have been updated and can be reviewed on the
PDU information page.

) OK

9.3.3 Viewing Power Distribution Unit Details
To see the settings for a PDU, follow the steps below.

1. Select View on the Action dropdown for any of the PDUs on the PDU List page (or
simply click anywhere on the row of the desired PDU in the list).

& PDU List
PDU# Type Outlets | IP Address MAC Address Serial Number Status Action
1 APC 7900 Switched Rack PDU 8 169.254.1.51 00:c0:b7:cb:87:98 ZA0803002354 © ONLINE D
Showing 1101 of 1it [ vew |
howin o 1 of 1items
¢ @ Edit
@ Delete
b Test
#+ Configure
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2. The PDU detail page will be displayed. The option to configure the PDU (see
Configuring a Power Distribution Unit) and the options to edit and delete the PDU are
available from this page.

% PDU1

PDU #

Type

Status

Up Time

Last Communication
IP Address

IP Subnet Mask

IP Gateway

MAC Address
Serial Number
Outlets

Date Manufactured
Firmware Revision
Hardware Revision

Reported Description

1
APC 7900 Switched Rack PDU

@ ONLINE (communication with NETLAB+ server established)
3 days, 19:44:57.65

2017-08-2519:14

169.254.1.51

255.255.255.0

NONE (contrel devices are not on a routable network)
00:c0:b7:ch:87:98

ZA0803002354

2008-01-15

v3.5.5

B2

APC Web/SNMP Management Card (MB:v3.8.6 PF.v3.5.6 PN:apc_hw02_aos_356.bin

AF1:v3.5.5 AN1:apc_hw02_rpdu_355.bin MN:AP7900 HR:B2 SN: ZA0803002354
MD:01/15/2008)

il Delete

As you may have noticed, the options to Test, Configure and Delete are
also available from the Action dropdown on the PDU List page.
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9.3.4 Testing a Power Distribution Unit
Follow the steps below to test the configuration of a PDU.

1. Select the Test option from the PDU detail page (shown above).
2. A message will indicate that the PDU is online. Click OK.

O PDU is online.

« The NETLAB+ server was able to establish communication with this PDU using SNMP.

+ The status and reported properties of this PDU have been updated and can be reviewed on the
PDU information page.

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 91


http://www.netdevgroup.com/

NETLAB+ Real Equipment Pod Management Guide llII NDG

10 Adding Pods with Real Equipment

In this section, go through the process of adding a Multi-purpose
Academy with ASA to a NETLAB+ system.

NETLAB+ may be used to facilitate access to lab equipment. Lab equipment is used for
actual coursework and includes routers, switches, and firewalls. Lab devices are part of a
topology (also referred to as a pod).

10.1 Real Equipment Pod Types

The table below lists the real equipment pod types available in NETLAB+ VE. Click on any
of the pod types to view a quick reference page on the NDG website with details of the
topology.

links to the pod installation guides, which include pod-specific
requirements for installing the pod. You may find it helpful to refer to
the appropriate install guide as you go through the setup tasks
discussed in this section.

% The quick reference pages (links below) include topology diagrams and

Real Equipment Pod Types in NETLAB+ VE:

Multi-purpose Academy Pod
Multi-purpose Academy Pod with ASA
Cuatro Router Pod

Cuatro Switch Pod

10.2  Creating a Pod
Follow the steps below to create a Multi-purpose Academy Pod with ASA.

1. From the Administrator Home Page, select Pods and then click the Create New
Pod button.
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2. The list of Installed Pod Types is displayed (recall that these pod types were

installed as part of the Cisco Common Pod Types course). Select the MAPASA by
clicking anywhere on the row.

€7 Installed Pod Types

Type

CUATRO ROUTER POD
"“ 4 routers, PCs

-

CUATRO SWITCH POD
G
-

4 switches
4PCs

®  MULTI-PURPOSE
:A: ACADEMY POD

H 3 Routers, 3 Switches

Description / Notes

AE Cuatro Router Pod

4 routers, PCs

Applicable to both CCNA and CCNP curricula.

Copyright (C) Network Development Group, Inc.
http://www.netdevgroup.com/content/cnap/topologies/cuatro_router_pod.html

AE Cuatro Switch Pod

4 Switches, PCs

Supports CCNP v5.0

Copyright (C) Network Development Group, Inc.
http://www.netdevgroup.com/content/cnap/topologies/cuatro_switch_pod.html

AE Multi-purpose Academy Pod

3 Routers, 3 Switches, 3 PCs

Supports over 200 Cisco Networking Academy labs.

Copyright (C) Network Development Group, Inc.
http://www.netdevgroup.com/content/cnap/topologies/multipurpose_academy_pod.html

= ACADEMY POD

é MULTI-PURPOSE
4 WITH ASA

AE Multi-purpose Academy Pod with ASA

3 Routers, 3 Switches, 3 PCs, 1 ASA

Copyright (C) Network Development Group, Inc.
http://netdevgroup.com/content/cnap/topologies/multipurpose_academy_pod_asa.html

& New Pod

Pod Type

Pod ID 1

Pod Name

Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com

3. Enter values for Pod ID and Pod Name (or accept defaults) and then click Next.

MULTI-PURPOSE

2 ACADEMY POD

WITH ASA

MAPASA_POD_1
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4. A message will confirm the pod has been added. Click OK.

o Pod 1 added.

= You can now assign virtual machines to this pod from Remote PC tab.

= Remember to bring the pod online when you are done configuring it.

) OK

5. The pod will now appear in the pod list. On the Action dropdown, select the
option to View the pod details.

oo Pod List
Pod ID “ | Type Pod Name Category Activity State Action
&  MULTI-PURPOSE
1 :@: ACADEMYPOD  pAPASA_POD_1  Real IDLE © OFFLINE
M WITH ASA
I @ View I
Show 10 v entries & Edit
@ Delete

© Create New Pod © Bring Pod Online

6. The pod detail page will be displayed. Continue to the subsections, where we will
configure lab devices, remote PCs, and control switch ports.

Pod ID Pod Name Type Activity ACL State State
% MULTI-PURPOSE
1 MAPASA_POD_1 :@: ACADEMY POD IDLE o' DISABLED © OFFLINE | ~
WITH ASA

LabDevices@)  RemotePC@)  Control Switch Ports )

Device Type Access PDU Action

@ R1 ABSENT -
@ R2 ABSENT -
@ R3 ABSENT -
E 51 ABSENT -
E 52 ABSENT -
= s3 ABSENT -
m ASA ABSENT -
m 2 View Reservations & Configure Pod ACL
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10.2.1 Configuring Lab Device Settings and Device Recovery

We will now configure the lab device settings for the devices shown on the Lab Devices
tab of the pod detail page.

1. For the first device, router R1, select Settings on the Action dropdown.

Pod ID Pod Name Type Activity ACL State State
&  MULTI-PURPOSE
1 MAPASA_POD_1 :@: ACADEMY POD IDLE ' DISABLED © OFFLINE  ~
WITH ASA
Lab Devices @) Remote PC ) Control Switch Ports )
Device Type Access PDU Action
o R1 ABSENT -
@ @ View
R2 ABSENT % Settings
@ R2 ABSENT -

2. On the settings page, select the appropriate values and then click Submit. For
guidance on completing the form, see the field descriptions below or select Help.

#24 R1 - Settings

Device Type  Cisco 1941 (S0/0/x) -
Access Server / Line | ATS 1, LINE 34 =
PDU / Outlet PDU 1, OUTLET 1 -

Supported Recovery Methods = TFTP / USB
Software Image  ¢1900-universalk9-mz.SPA.154-3.M2.bin -

Lab Device Recovery Interface ~ GigabitEthernet0/0 =

Control Swiich Recovery Interface  Relative Port Number 0 (currently not mapped)

1

|

Recovery Option  recover if the specified image (above) is not in flash

Commands After Erase Keep this field blank (use
only to support custom

labs).
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Field Descriptions - Device Settings and Device Recovery

e Device Type: Select device type or ABSENT if the device is not implemented.

e Access Server/Line: Select the access server and line that connects to the async
console port of this device. If the device does not have a console, select NONE.

e PDU/Outlet: Select the power distribution unit (PDU) and outlet that controls
power to this device. If the device does not connect to a PDU, select NONE.

e Supported Recovery Methods: Supported recovery methods are determined by
the selected Device Type and include the following; please also refer to the table
in the Lab Device Images section for a summary of the methods for supported

devices.

o NONE: This device does not support any recovery method.

o TFTP: This device can be recovered over TFTP using NETLAB+.
Requirements:

The desired software image must be uploaded to NETLAB+ using
the Administrator's Lab Device Images interface as described in
the Lab Device Images section and then selected below.

An appropriate recovery interface must be selected for the
device.

An appropriate recovery interface must be selected for the
control switch.

A suitable recovery option must be selected.

o USB: This device can be recovered from an attached USB storage device.
Requirements:

The desired software image must be uploaded to NETLAB+ using

the Administrator's Lab Device Images interface as described in

the Lab Device Images section and then selected below.

The desired software image must be copied onto a USB storage

device and inserted into an available USB port on this device. NDG

recommends using USB storage devices with a physical write-lock

switch. Activating this write lock before installing the USB storage

device will ensure that the software image will not be overwritten

during lab exercises.

Recovery options were tested by NDG using a 16GB physical write

protection switcher USB flash drive; using this model or a

comparable device is recommended:

https://www.amazon.com/gp/product/B07B48H6WL/ref=ppx vyo
dt b asin title 008 000 s00?ie=UTF8&psc=1

The names of the files on NETLAB+ and the USB storage device

must be identical.

A suitable recovery option must be selected.
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o TFTP/USB: This device can be recovered using either the TFTP or USB
methods, provided that the respective requirements are met. NETLAB+
will first attempt to recover using USB, then TFTP if necessary.

e Software Image: Select the file name of the software image that this device
should be running. Depending on the other device recovery settings, NETLAB+
will try to ensure that this device is always running this software image.

e Lab Device Recovery Interface: Select the interface on this device that NETLAB+
should use to recover the software image.

e Control Switch Recovery Interface: Select the interface on the control switch
that NETLAB+ should use to recover the software image. This interface should be
connected directly to the device recovery interface selected above.

e Recovery Option: Select the condition in which NETLAB+ will recover this
device's software image. Options include:

o Recover if the specified image is not in flash
o Recover if there is no image in flash
o Never recover image (the device may become unusable).

e Commands After Erase: This setting currently applies to Cisco devices with
command-line interface only and is otherwise ignored. Commands entered here
will be sent to the command line interface during lab cleanup after "write erase"
has been issued. This field should be left blank, with the exception of special
use cases with custom labs (described in a subsection below).

3. Select the device settings for the remaining lab devices. The values for Type,
Access, and PDU should now be set similar to the picture below.

Pod ID Pod Name Type Activity ACL State State
*  MULTI-PURPOSE
1 MAPASA_POD_1 :@: ACADEMY POD IDLE o' DISABLED © OFFLINE  ~
WITH ASA

Lab Devices (@) Remote PC @)  Control Switch Ports ()

Device Type Access PDU Action

’I‘ R1 Cisco 2901/2911 (S0/0/x) ATS 1,LINE 34 PDU 1, OUTLET 1 -
0,73 R2 Cisco 2901/2911 (S0/0/x) ATS 1,LINE 35 PDU 1, QUTLET 2 -
g‘ R3 Cisco 2901/2911 (S0/0/x) ATS 1,LINE 36 PDU 1, OUTLET 3 -
E S1 Cisco 3560 ATS 1,LINE 37 PDU 1, OUTLET 4 -
— -

p 52 Cisco 2960 ATS 1,LINE 38 PDU 1, OUTLET 5 -
— .

s3 Cisco 3560 ATS 1,LINE 39 PDU 1, OUTLET & -
m ASA Cisco ASA 5505 ATS 1,LINE 40 PDU 1, OUTLET 7 -
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10.2.1.1 Post-Erase Custom Commands for Lab Device Configurations

This setting is applicable for advanced users who have created
custom labs, in circumstances where it is desirable to specify
commands to be executed on a device after the "write erase" has

been issued during lab cleanup. See the use case below for an
example.

If you are using Cisco labs provided by NDG there is no need to add
commands, the Commands After Erase field should be left blank.

The Commands After Erase setting currently applies to Cisco devices with command-
line interface only and is otherwise ignored. Commands entered will be sent to the
command line interface during lab cleanup after "write erase" has been issued.

Use Case: On a Cisco switch, the sdm prefer setting is lost when NETLAB+ issues a write
erase command at the end of the lab. This setting cannot be easily restored during lab
load because it requires a reboot. The following configuration can be specified in the
Commands After Erase field to set sdm prefer for next reload.

configure terminal
sdm prefer both-ipv4-and-ipv6 default
end

Q Be aware that NDG labs do not require the sdm prefer setting to be

changed and doing so may break labs that require the default settings.

Perform the following steps to specify the commands to be executed after erase:

1. Onthe Lab Devices tab of the pod detail page, select a lab device to edit the
settings.

2. Add the configuration commands to the Commands After Erase field and then
click Submit.

respond to input or "more" pauses. Using commands that change the
availability of other Cisco I0S commands may break compatibility with
labs provided by NDG.

Q Commands that prompt for input are not supported; NETLAB+ will not
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JAdmin > Pods > POD4116 > S2 (Device) > Edit ]

S2 - Settings

Device Type

Access Server / Line

PDU / Outlet

Cisco 2960 -

Select device type or ABSENT if the device is not implemented

ATS 1, LINE 7 (HWIC-16A SLOT 0 PORT 4) -

Select the access server and line that connects to async console port of this device.
If the device does not have a console, select NONE.

PDU 4, OUTLET 1 -

Select the power distribution unit (PDU) and outlet that controls power to this devic;
If the device does not connect to a PDU, select NONE.

Commands After Erase

configure terminal
sdm prefer dual-ipv4-and-ipvé default =
end 7
This setting currently applies to Cisco devices with command line interface only and is otherwise
ignored. Commands entered here will be sent to the command line interface during lab cleanup
after 'write erase’ has been issued.
PURPOSE. Please see the administrator guide for use cases.

CAVEATS:

This setting was added to support special custom lab use cases. Nothing is currently
required for the Cisco labs provided by NDG.

Commands that prompt for input are not supported; NETLAB+ will not respond to input or
"more" pauses.

Using commands that change the availability of other Cisco I0S commands may break
compatibility with labs provided by NDG.

10/12/2021
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10.2.2 Configuring Remote PCs

The remote PCs required for your topology must be imported into the
NETLAB+ virtual machine inventory. Please refer to NETLAB+ Remote
PC Guide Volume 3 - Confiquring the NETLAB+ Virtual Machine

Infrastructure.

Next, we will configure the remote PCs shown on the Remote PC tab of the pod detail
page.

1. For the first remote pc, PC A, select Settings on the Action dropdown.

Pod ID Pod Name Type Activity ACL State State
a MULTI-PURPOSE
1 MAPASA_POD_1 :@: ACADEMY POD IDLE = DISABLED © OFFLINE |~
WITH ASA

Lab Devices @) Remote PC €} Control Switch Ports ()

PC Name VM Operating System VM Role Runtime Host Action
(| PCA ABSENT -
@& View
— PCB ABSENT [ & settings |
© Attach VM
(-] PCC ABSENT

© Remove VM From...

(EQNEC W El | ) View Reservations || @ Configure Pod ACL @ snapshots l

2. On the settings page, select the appropriate values and then click Submit. For
guidance on completing the form, see the field descriptions below or select Help.
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22 PC A Settings

PCName PCA

PC Type Virtual Machine -
Datacenter NETLAB -
Virtual Machine = MAPASA_PCa =

Role  Normal

Revert to Snapshot = GOLDEN_MASTER -
Shutdown Preference | Graceful Shutdown -
Guest Operating System = Windows 7 -
Options |+ enable remote display auto-configuration
+  enable network auto-configuration
v enable advanced setting auto-configuration
v enable minimum requirements verification

Field Descriptions - PC Settings

PC Name: The name of the PC as defined in the pod design.
PC Type: The type of PC.

o Absent: The PC will not be implemented in this pod.

o Use Virtual Machine Inventory: Use a virtual machine defined in the
NETLAB+ Virtual Machine Inventory. The VMI offers the most advanced
VM configuration and automation capabilities available in NETLAB+.

Datacenter: The virtual datacenter that contains the virtual machine to be used
for this PC (unless overridden by a lab).

Virtual Machine: The virtual machine that will be used for this PC.

Role: The role the virtual machine plays in the inventory.
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©)

Template: A pristine virtual machine image used as the basis for cloning
many virtual machines. Template VMs cannot be powered on, modified,
or assigned to pods.

Master: A virtual machine used as the basis for cloning other virtual
machines. Master VMs can be assigned to pods, modified, and powered
on.

Normal: A virtual machine that can be assigned to a pod. A normal VM
will typically revert to a specified snapshot at the start of a lab
reservation.

Persistent: A virtual machine that can be assigned to a pod and retains its
state between labs. A persistent VM is typically used in conjunction with
Pod ACLs to create long-term personal pods.

Runtime: A temporary on-demand virtual machine that exists for one lab
or lab reservation. These VMs are created and destroyed by NETLAB+
based on pod settings.

e Revert to Snapshot: The snapshot that will be used to revert the virtual machine
to a clean state during pod initialization, user-initiated scrub action, and at the
end of a lab reservation.

This setting does not apply to virtual machines whose role is Persistent.

e Shutdown Preference: The preferred shutdown sequence if the virtual machine
is still powered on at the end of a lab reservation. If Revert to Snapshot is
configured (on a non-persistent VM), it is reverted first. If the virtual machine is
still powered on after reverting to the snapshot, the preferred shutdown
sequence is executed. Otherwise, the final power state will be the same as the
snapshot state.

o

Graceful Shutdown: Performs an orderly shutdown from the operating
system if possible (i.e., VMware Tools is installed on the VM). If an
orderly shutdown is not possible, the virtual machine is powered off.
Power Off: Just like hitting the power button. Does not perform an
orderly shutdown of the VM.

Suspend: Suspend the virtual machine in its current state. When
powered on, it will resume in the same state without booting. This option
requires a complete disk snapshot of the virtual machine’s memory and
page files, so you should use the suspend option only if you have plenty
of disk storage. Network connection state is not preserved.

Keep Running: The virtual machine is left in the powered-on state. This is
rarely desirable since host resources are not freed. In conjunction with
Keep Running, a Revert to Snapshot setting of NONE is probably the right
choice.

e Guest Operating System: The operating system running on this virtual machine.
e Options: Enable or disable automated features.

10/12/2021
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o Enable remote display auto-configuration: If enabled, NETLAB+ will
automatically configure remote display parameters on the VM after a
power on or revert to snapshot operation. This option allows VMs to be
cloned without manual customization of the remote display settings.
Therefore, we recommend you enable this setting and be happy about it.

o Enable network auto-configuration: If enabled, NETLAB+ will
automatically bind the virtual machine's network adapters to the correct
port group. This option allows VMs to be cloned without manual
customization of networking bindings. This option is ignored if the pod
type does not support automatic networking. If this setting is disabled
and/or the pod type does not support automatic networking, then the
virtual machine network adapters must be manually bound to the correct
port group(s) using the vSphere client.

o Enable advanced setting auto-configuration: If enabled, NETLAB+ will
automatically program advanced virtual machine settings that may be
required for a particular pod type. For example, nested VM support for
the VMware IT Academy program. It is usually safe to enable this option.
It will be ignored if the pod type does not require advanced settings.

o Enable minimum requirements verification: If enabled, NETLAB+ will
verify that the current settings of the virtual machine meet or exceed any
minimum requirements established for the remote PC to which it is
assigned. It is usually safe to enable this option. The setting will be
ignored if the pod type does not specify a set of minimum requirements
for the remote PC.

3. Select the settings for the remaining remote PCs. The settings should now be
similar to the picture below.

Lab Devices (g Remote PC €) Control Switch Ports €}

PC Name M Operating System VM Role Runtime Host Action
== PC A MAPASA_PCa Windows 7 NORMAL 172.30.253.11 -
== PCB MAPASA_PCh Windows 7 NORMAL 172.30.253.11 -
== PCC MAPASA_PCc windows 7 NORMAL 172.30.253.11 -

(E@ LRl | B View Reservations & Configure Pod ACL & Delete Pod
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10.2.3 Configuring Control Port Bindings

Lab device roles must be set on the control switch ports, as described
in Control Switch Port Roles, prior to assigning control ports.

Now, we will configure the control switch and port assignment to the pod's relative
control port.

1. For the first relative port number, select Assign Control Port on the Action

dropdown.
Pod ID Pod Name Type Activity ACL State State
&  MULTI-PURPOSE
1 MAPASA_POD_1 :@: ACADEMY POD IDLE o' DISABLED © OFFLINE | ~
¥ WITH ASA

LabDevices @@  Remote PC@) | Control Switch Ports €

Relative Port # Default VLAN Control Switch Control Port Port Role Action
0 A(10 .
% Assign Control Port
1 B (1) -
2 c(2 .
3 D13 -
4 A(10) -
5 E(14) .
6 B (1) -
7 D13 -
s F(19) -
VLANSs Allocated Base VLAN VLAN A VLANB VLANC VLAN D VLAN E VLANF VLAN G VLAN H
8 10 10 11 12 13 14 15 16 17
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2. On the Relative Control Port page, select the appropriate values and then click
Submit. For guidance on completing the form, see the field descriptions below or
select Help.

LLE

*** Relative Control Port 0

Current Control Switch/Port NONE

MNew Control Switch/Port | Control Switch 2 - FastEthernet0/1 =

Port Role / Peer Type  ROUTER -

Field Descriptions - Relative Control Port

e Current Control Switch/Port: The control switch and port currently assigned to
the pod's relative control port.

e New Control Switch/Port: The new control switch and port to be assigned to the
pod's relative control port.

e Port Role / Peer Type: Select the role of the port. NETLAB+ will configure the
control switch port accordingly.

o ROUTER: The port is connected to a lab router or other non-switch
device.

o SWITCH: The port is connected to a lab switch.

FIREWALL: The port is connected to a lab firewall.

o STATIC: The port will be allocated to this pod, but the control switch port
will not be configured by NETLAB+ (i.e., manual configuration).

O
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3. Assign the control ports for the remaining relative port numbers. The settings
should now be similar to the picture below.

Pod ID Pod Name Type Activity ACL State State
%  MULTI-PURPOSE
1 MAPASA_POD_1 :@: ACADEMY POD IDLE w' DISABLED @ OFFLINE | ~
WITH ASA

LabDevicesg)  RemotePC@)  Control Switch Ports €

Relative Port # Default VLAN Control Switch Control Port Port Role Action
0 A(10) 2 FastEthernet0/1 LAB:ROUTER -
1 B(11) 2 FastEthernet0/2 LAB:ROUTER -
2 c(12) 2 FastEthernet0/3 LAB:ROUTER -
3 D(13) 2 FastEthernet0/4 LAB:ROUTER -
4 A(10) 2 FastEthernet0/5 LAB:SWITCH -
5 E(14) 2 FastEthernet0/6 LAB:SWITCH -
6 B(11) 2 FastEthernet0/7 LAB:SWITCH -
7 D(13) 2 FastEthernet0/8 LAB:SWITCH v
8 F(15) 2 FastEthernet0/9 LAB:FIREWALL -
VLANs Allocated Base VLAN VLAN A VLANB VLANC VLAN D VLANE VLANF VLAN G VLAN H
8 10 0 1} 12 13 14 15 16 17

10.2.4 Boot enable-break on Switches

The following switch models are subject to a common problem when used as a lab
switch:

e Cisco Catalyst 2900 XL Series Switches
o Cisco Catalyst 2950 Series Switches
e Cisco Catalyst 2960 Series Switches
e Cisco Catalyst 3550 Series Switches
e Cisco Catalyst 3560 Series Switches
e Cisco Catalyst 3650 Series Switches

By default, these switches will not respond to a console break signal the same way
routers do. There are two environment variables that affect this: enable-break and
BOOT path-list.

Symptoms

If the environment variables are not set correctly, you may experience one of the
following symptoms:
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1. Pod test fails with a message such as "unable to put the switch into monitor
mode".
2. Lab automation such as scrub fails.
3. Users cannot perform password recovery.
When to Use

You must initialize the environment variables when:

e Installing a lab switch for the first time
e The enable-break environment variable is set to "no"
e The BOOT path-list environment variable is set

Q This procedure does not apply to control switches.

Determining the boot status

From the enable mode, issue the following IOS command. Notice the output below
shows that enable-break is disabled.

Lab_Sw# show boot

BOOT path-1list: flash:c2950-16q412-mz.121-22.EA4.bin
Config file: flash:config.text

Private Config file: flash:private-config.text

Enable Break: no

Manual Boot: no

In the following procedure, enable-break is set to yes, and/or the BOOT path-list is set to
an image.

Setting enable-break and BOOT path-list for 3650 Switches

Lab_Sw# configure terminal

Lab_Sw(config)# boot enable-break
Lab_Sw(config)# boot system flash:packages.conf
Lab_Sw(config)# end

Lab_Sw# copy run start

Lab_Sw# show boot

BOOT path-1list:

Config file: flash:config.text

Private Config file: flash:private-config.text
Enable Break: yes

Manual Boot: no
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Setting enable-break and BOOT path-list (all other switches)

Lab_Sw# configure terminal
Lab_Sw(config)# boot enable-break
Lab_Sw(config)# no boot system
Lab_Sw(config)# end

Lab_Sw# copy run start

Lab_Sw# show boot

BOOT path-1list:

Config file: flash:config.text

Private Config file: flash:private-config.text
Enable Break: yes

Manual Boot: no

Verification

With enable-break set to "yes" and removal of a BOOT path-list, a pod test should pass.

10.3  Bringing a Pod Online

Equipment Pods section of the NETLAB+ VE Administrator Guide.

% For additional information on pod management, please see the

Your pod must be brought online to be available for use. Select the option to Bring Pod
Online on the Action dropdown.

& Pod List
Pod ID “ Type Pod Name Category Activity State Action
&  MULTI-PURPOSE
1 :@: ACADEMY POD  \MAPASA_POD_1 Real IDLE © OFFLINE B
-4 WITH ASA
@& View
Show 10 v entries [ Edit
I Delete

© Create New Pod @ Bring Pod Online
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10.4  Testing a Pod

Test the pod to ensure it is operating properly before making it available to your user
community. You will create a class and assign a lead instructor to the class in order to
test the pod by making a lab reservation.

(see the Manage Accounts section of the NETLAB+ VE Administrator
Guide).

% If you do not already have an instructor account, create an account

10.4.1 Creating a Class for Testing Purposes
1. From the Administrator Home page, select Classes > Add Class.

2. The New Class page will be displayed. Enter a name for your test class (default
values are fine for the rest of the fields) and then click Submit.

2% New Class

% Community default =

Name | MAP w/ASA Test Class|

Start Date None i
End Date None B

Self Study Access |+ Students

Lab Time Limts (@ Enforce lab author's time limits
Ignore lab author's time limits

Maximum Length of Reservation = 1.0 hours .-

Minimum Time Between Reservations = unlimited -

oo Jo e Jores

3. The class detail page will be displayed. Select the Leads tab and click Add Lead
Instructors.
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4. Using the Select checkbox, select your instructor account and then click Add
Selected. Your instructor account is now listed as a lead for your test class.

& MAP w/ASA Test Class

Settings Leads €] Roster ) Content

Username Sorted Name

testteacher Teacher, Test

Showing 1to 1 of 1items

© Add Lead Instructors

Email

testteacher@example.edu

5. Select the Content tab and click Add Content.
6. The Available Lab Content list will be displayed. The content that we will add is
one of the lab designs we installed as part of the Cisco Common Pod Types
course. Enter "AE MAPASA" in the search box to locate the content that will

allow us to make pod-only lab reservations on the MAPASA.

Type

instructor

7. Select the AE MAPASA content and then click Add Selected Content.

Admin > Classes > MAP w/ASA Test Class > AddConteI&

A Available Lab Content

Name

AE CCNARS SN v6.0 - MAPASA - EN

AE CCNAS v2.0 - MAPASA - English

AE CCNAS v2.0 SkillsA - MAPASA - English

AE CCNAS v2.0 SkillsB - MAPASA - English

AE CCNAv6.0 Bridging - MAP/ASA - English

AE MAPASA

-

Author ID

AECCNARSSCALNETO0OMAPASA

AECCNAS20ASA

AECCNASZ0SBAAMAPASA

AECCMAS20SBABMAPASA

AECCNARSVEBRIDGEMAPASA

AEMAPASAQPEN

Show 10 v entries Showing 11to 16 of 16 items (filtered from 32 total entries)

GID

..BCA4

..BDF3

...790B

..8E71

..9AFB

..CCCA
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8. A message will display, confirming the content was added. Click OK.
9. The AE MAPASA content is now listed on the Content tab of the class detail

page.

& MAP w/ASA Test Class

Settings Leads () Roster ) Content
Name - Action
AE MAPASA -
Showing 1to 1 of 1items

o Addcoten

10.4.2 Performing a Lab Reservation and Monitoring the Pod Operation

To perform the functions in this section, you will be playing dual roles:

e Aninstructor, performing a lab reservation
e The administrator, monitoring the operation of the pod

You will need two browser windows open so that you can be logged into both accounts
simultaneously. It may be necessary to have one browser window set as incognito
(depending on your browser selection and pc settings) to prevent any interference.

Monitoring from the Administrator account:

1. From the Administrator Home page, select Pods > Your Pod.
2. You will monitor the event log at the bottom of the pod detail page.
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Performing a lab reservation from the Instructor account:

1. Click the Schedule option in the upper-right corner and select Schedule Lab for
Myself.

# Home Schedule ~ Manage ~ @ Help & testteacher =
& View or Cancel Lab Reservations

4% Schedule Instructor-Led Training
| & Schedule Lab for Myself |

2. Select Reserve Multi-purpose Academy Pod with ASA (no lab exercise) by
selecting Schedule Lab on the Action dropdown.

3. Choose areservation time on the calendar (select immediately below the red
line on the calendar to begin the reservation ASAP).

In the Administrator window, notice the events in the pod event log as the pod is being
configured for the reservation.

Administrator (watching pod page) Instructor (reservation scheduled)

|NDG @ Home & adminisuaor + |NDG # Home & testescher +
«l «l

Admin > Pods > MAPASAPOD_1 > View

Pod ID Pod Name: Type Activity ACL State. State
A, MULTI-PURPOSE .
1 wesres MR me cosmm e - (@ Rossaton s senaen
WITH ASA
LibDevices @ | RemctePC@  Contrl Switch Ports @) [N
Device Type Aecess pou Aetion m

] Cisco 2901/2911 (S0/0/%) ATS1,LINE 34 DU, OUTLETT E
> Cisco 2901/2911 (S0/0/%) TS, LINE 35 DU, OUTLET2
o R Cisco 290172911 (S0/0/%) ATS1,LINE 36 PO, OUTLET3
B = Gisco 3560 ATST,LINES? PDUT,OUTLET4
= E Cisco 2960 ATS 1,LINE 38 PDUT, OUTLETS
B = Cisco3560 ATS1,LINE 38 PDUT, OUTLETS
B e Cisco ASA 5505 ATS1,LNE 20 POUT, OUTLET?

FPEe) | 2 ViewReservarions | | @ Confgure Pod ACL & Delete Pod

Time Event Reservation  Task

e image 1o snapshot GOLDEN_MASTER 4 ZBJU-KKVRNOPK 2

TZICYNZPEGAT
sing virtual machine MAPASA_PChi 4 ZBIU-KKVRNOPK 2
CXGY-BMHF-MILD (2

TZTKRYNZPEGAT 2

goup 4 FOQGLXBEOMIQ
172302531 T2a02saT 4 FQQGLXBEOMIQ

reverted virtual machine image to snapshot GOLDEN MASTER 4 FQQG-LXBE-OMIQ &
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4. The instructor enters the lab when available. The lab devices are listed at the top
of the page. Click on each device to connect a viewer.

In the Administrator window, notice the events in the pod event log as a viewer
connection is made to the devices.

Administrator (watching pod page) Instructor (connecting to devices)

4INDG

R
o o=

R

B =

B e

B =

4]
&3 -

5. The instructor may also test the lab devices in the pod by performing some of
the actions available from the Status tab, such as Power On, Power Off and Send
CTRL+ALT+DELETE, or by entering commands at the prompt.

In the Administrator window, the event log will show the selected actions taking place on
the pod.

Administrator (watching pod page) Instructor (powering devices on and off)

4INDG "o | LINDG
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6. When you are finished testing the lab devices in the pod, click the Reservation
option in the upper-right corner and select End Reservation Now.

# Home Reservation *+ & testteacher =

w End Reservation Now
Time Remaining

- 0 22

In the Administrator window, the event log will show the reservation completed, and the
pod cleanup finished.

Administrator (watching pod page) Instructor (reservation has ended)

&

INDG 4 tome & administor + |NDG @ Home  Scheddde = Masoe ~ @ He & testiescher +
il al

Admin > Pods » MAPASAPOD_1 » View MYNETLAB
PoaiD Pod Hame Trve Aciviy AcLsute stae
A, MULT-PURPOSE 2 Scheduled Lab Reservations
1 MAPASA_POD_{ 42 AcADEM oD oL & DisaBLED © oMUKE | -
You
LbDevices @ | RemotcPe@)  Coniol Switch Poris @
Device Type. Access POU Action

U] Cisco 2901/2811 (S0/0/%) ATS T, UNES4 BDU, OUTLET 1
D o= Cisco 280172511 (S0/0/%) ATS 1, LUNE3S DU, OUTLET2
g R Gisco 2901/2911 (S0/0/%) ATS 1, LINE36 PO, OUTLET 3 |
B = ciseo 3560 ATS Y, UNES7 FDUT, OUTLET 4
2 Gisco 2960 ATS 7, LINE 38 PDUT, OUTLET 5
B = Gisco 3560 ATS,LINE3S PDUT, OUTLET 6
| <« Cisco ASA 5505 ATS Y, UINE40 FDUT, OUTLET7

LT @ ViewRecenvations | @ Configure Pod ACL  Delete Pod

2017:083021:0216  poder

mpletes, ped cleanup has finished 4

@
°
© 2017080210216
a

2017:08-3021:0209 ‘port_group’ 4

o 017080210200  portoroups NETLABO04_PODT_VLANTO_A 4

0 17080210209 tear wich portoroun NETLABO04_PODI_VLANI0_K for pod VLAN K, 4
ated

o am7osamzozns 4

o am7osamzozns 4

© 2070830210209 insi

If you have observed no problems during the test lab reservation, you may proceed with
making the pod available to your user community.

For details on account management, class management and scheduling
lab reservations, please see the NETLAB+ VE Administrator Guide.

10/12/2021 Copyright © 2021 Network Development Group, Inc. www.netdevgroup.com Page 114


http://www.netdevgroup.com/
https://www.netdevgroup.com/support/documentation/netlabve/netlabve_administrator_guide.pdf

NETLAB+ Real Equipment Pod Management Guide IIIINDG

11 Lab Device Images

‘ To manage lab device software images (i.e., Cisco 10S, SDM, etc.) in NETLAB+'s
image repository, select Lab Device Images from the Pods and Infrastructure
section of the Administrator Home page. Certain automated operations will
install the specified images on lab devices via TFTP, as needed. All files must have a .bin
or a .pkg extension. The subsections below describe the process of adding and removing
image files from your NETLAB+ system.

X Add Files

Filename Size Date Added -
cat3k_caa-universalk9 SPA.03.06.05.E.152-2.E5.hin 289.68 MB 2019-03-25 20:48
isrd300-universalk9.03.16.05.5.155-3.55-ext.SPA bin 464.34 MB 2019-03-25 20:44

Show v entries  Showing 1to 2 of 2items n
1@ Remove Selected Files

Please refer to the table below for guidance on the available recovery options for
installing the software image for your device. Guidance for setting the appropriate
recovery options in NETLAB+ for a device is included in the Configuring Lab Device
Settings and Device Recovery section.

Lab Device Recovery Options

IOS Recovery

Model Tested 10S Options
Cisco 1841 c1841-advipservicesk9-mz.124-10a.bin TFTP
Cisco 1941 €1900-universalk9-mz.SPA.154-3.M2.bin TFTP, USB
Cisco 4221 isr4200-universalk9_ias.16.07.01.SPA.bin USB

Cisco 4321 isr4300-universalk9.03.16.05.S.155-3.S5-ext. SPA.bin uUSB

Cisco 4331 isr4300-universalk9.03.16.04b.S.155-3.S4b-ext.SPA.bin uUsSB
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11.1  Add alLab Device Image
There are two methods you may use for uploading lab device software images. The files

can be dragged and dropped (as highlighted below) or by following the steps below:

Image files can be dragged and dropped onto the Device Image
table to upload.

.|I|ND o Home & sdminisrator =

tanage Lab Device images

1. Onthe Manage Lab Device Images page, click the Add Files button.

X Add Files

Filename Size Date Added -
cat3k_caa-universalk9.5PA.03.06.05.E.152-2.E5.bin 289.68 MB 2019-03-25 20:48
isr4300-universalk9.03.16.05.5.155-3.55-ext. SPA bin 464.34 MB 2019-03-25 20:44
Show v entries Showing 110 2 of 2items -

2. Select the location of the file(s) that you want to upload (multiple files can be
uploaded at once by selecting multiple files from the file browser), and click
Open.

File name:  c1900-universalkd-mz.5PA.154-3.M2.bin + | Custom Files (*.bin;*.pkg) *]

Open Cancel ]
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3. The file has been added to the list. The file will be available for selection as a
device recovery option.

X Add Files

NETLAB+ Real Equipment Pod Management Guide

Filename Size Date Added -

€1900-universalk9-mz.SPA.154-3.M2 bin 229.68 MB 2019-04-04 22:48

cat3k_caa-universalkd.5PA.03.06.05.E.152-2.E5.bin 289.68 MB 2019-03-25 20:48
isrd300-universalk9.03.16.05.5.155-3.55-ext. SPA.bin 464.34 MB 2019-03-2520:44
1 Remove Selected Files
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11.2 Remove a Lab Device Image

Perform the following steps to remove a lab device image file from your NETLAB+
system.

Lab device images that are currently assigned for use to recover a
device cannot be selected for removal. For these images, the
checkbox will be disabled and unavailable for selection. See

Configuring Lab Device Settings and Device Recovery for details on
setting device recovery options.

1. Onthe Manage Lab Device Images page, click the checkbox at the end of the row
of the file you want to delete (or check the box in the top-right column to select
all available files).

2. Click Remove Selected Files.

X Add Files

Filename Size Date Added -
©1900-universalk9-mz.SPA.154-3.M2.bin 229.68 MB 2019-04-04 22:48
cat3k_caa-universalk9.5PA.03.06.05.E.152-2.E5.bin 280.68 MB 2019-03-25 20:48
isrd300-universalk9.03.16.05.5.155-3.55-ext. SPA bin 464.34 MB 2019-03-25 20:44

i Remove Selected Files

3. You will be prompted to confirm that you want to delete the file. Click Remove.

A Confirm File Removal

Are you sure you want to remove the following files? This action cannot be undone.

« c1900-universalk®-mz.5PA.154-3.M2.bin
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12 Troubleshooting Tips and Known Issues
If you were unable to complete your lab reservation or observed problems, please

review the items noted in this section.

12.1 Poor Virtual Machine Performance

when using VMware ESXi 6.0 U2 on a Dell 630. The performance issue

Q During a recent installation performed by NDG, a bug was discovered
was resolved by upgrading the ESXi host server to 6.0 U3.

At this writing, our recommendation for those who are using a Dell 630 as the VM host server
is to install VMware ESXi 6.0 U3:

https://downloads.dell.com/FOLDER04388318M/1/VMware-VMvisor-Installer-
6.0.0.update03-5224934.x86 64-DellEMC Customized-A03.iso

12.2 Access Server |IOS

must use version 15.1.4M4(MD), due to a Cisco bug. NDG has tested

c When using a HWIC-16A on a router (2901 or 2811) with 10S 15, you
15.1.4M4(MD) on all platforms (see Access Server Requirements).
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